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About Me
• Position


• Assistant Professor at John Hopcroft Center for CS since 2018


• IIOT (Intelligent Internet of Things) Lab 


• Research: security, privacy, data mining/machine learning, mobile 
computing


• Education


• Ph.D., ECE Dept., University of Toronto, 2014-2018


• M.A.Sc., ECE Dept., University of Toronto, 2012-2014


• B.Eng., EE, Shanghai Jiao Tong University, 2008-2012



Course Administration

• No official textbook for this course, but the recommended books are

• Jiawei Han, Micheline Kamber, Jian Pei, “Data Mining: Concepts 
and Techniques, 3rd Edition,” Morgan Kaufmann Series, 2012.


• 周志华，“机器器学习”，清华⼤大学出版社，2016.


• Avrim Blum, John Hopcroft, Eavindran Kannan, “Foundations of 
Data Science,” 上海海交通⼤大学出版社，2017.


• Christopher M. Bishop, “Pattern Recognition and Machine 
Learning,” Springer, 2011.



Course Administration
• Theory and hands-on experience are both valued.


• No midterm, no final


• One course work (30%)


• Kaggle-in-Class competitions on image classification 


• One assignment (15%)


• One in-class test (15%)


• Three in-class quizzes (10%)


• Poster project (30%)



TA Administration

• Teaching assistant: Hui Xu (徐辉), first-year Ph.D. student. Email: 
xhui_1@sjtu.edu.cn


• Join the mail list by sending your 


• Name


• Student number


• Email address


     to Hui Xu xhui_1@sjtu.edu.cn with title “Check in EE226”


• Office hour: every Friday 8-9pm

mailto:xhui_1@sjtu.edu.cn
mailto:xhui_1@sjtu.edu.cn


Goal

• Know about the big picture of data science


• Understand the theoretical concepts in data mining


• Get familiar with fundamental data mining methodologies


• Get hands-on data mining experience


• Know about research frontiers on security and privacy in data 
mining



Course Landscape
1. Introduction


2. Fundamentals of DM


3. Basic DM Alg.


4. Supervised Learning 1


5. Supervised Learning 2


6. Supervised Learning 3


7. Unsupervised Learning


8. Graphical Prob. Models 1

9. Graphical Prob. Models 2


10.  Knowledge Graphs (In-class 
Test)


11.  Learning to Rank


12.  Reinforcement Learning


13.  Adversarial Attacks


14.  Privacy-Preserving DM


15.  Course Review


16.  Poster Session
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Outline

• Why Data Mining?


• What is Data Mining?


• What Kinds of Data Can be Mined?


• What Kinds of Knowledge Can be Mined?


• What are the Technologies?


• What are the Targeted Applications?
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Gboard Example

• How does Gboard make the 
typing suggestion?


1. Gboard shows a 
suggested query


2. I clicked


3. Next time, the answer 
shows up as a typing 
suggestion

Examples from https://ai.googleblog.com/2017/04/federated-learning-collaborative.html



Ads Display Example
• Weinan frequently visits emarketer.com

Slide credit: Weinan Zhang

http://emarketer.com


Ads Display Example
• Weinan booked a hotel on booking.com


•
Slide credit: Weinan Zhang

http://booking.com


Ads Display Example
• Today, he found an ad on his facebook page.


•
Slide credit: Weinan Zhang



Ads Display Example
• Today, he found an ad on his facebook page.


• Why do the ads show to Weinan?


• How likely will he click on the ad?
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Data Mining
• Definition: Knowledge Discovery from Data

primitive file processing 
systems

1960s: database systems

1970s: relational database systems, data 
modeling tools, indexing/accessing methods

1980s: advanced database systems, 
data warehouse, data mining



Data Mining
• Definition: Knowledge Discovery from Data


• Iterative process includes:


1. Data cleaning


2. Data integration


3. Data selection


4. Data transformation


5. Data mining


6. Pattern evaluation


7. Knowledge presentation

data preprocessing

may interact with user 
 or a knowledge base



Data Mining
• Definition: Knowledge Discovery from Data


• Iterative process concludes:


1. Data cleaning


2. Data integration


3. Data selection


4. Data transformation


5. Data mining


6. Pattern evaluation


7. Knowledge presentation

Interesting if: 
1. easily understood 
2. valid on new dataset 
3. potentially useful 
4. novel

visualization etc.



Gboard Example
local data preprocessing 

“click, context”

data mining: interaction  
between users and cloud

pattern evaluation & 
knowledge presentation 

“show which suggestion”

local model update

Examples from https://ai.googleblog.com/2017/04/federated-learning-collaborative.html



Ads Display Example
• Ads Display

“click or not” 
 — raw data

Users Data Management Platform： 
data preprocessing, 

data mining

“20-40, male, travel”  
— attributes

Advertiser： 
targets a segment of 

users

user information 
matching



Ads Display Example

1. Bid Request 
(user, page, context)

Users Ad Exchange Advertisers
2. Bid Response 

(ad, bid price)

3. Auction

4. Win notice 
(charged price)

5. Ad display
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Data Source
• Database


• E.g. A relational database


• a collection of tables, each consisting of a set of attributes 
(columns) and a large set of tuples (rows, key + attribute 
values)

cust_ID name address age occupation income

1 Alice 21 Baker 
St. 30 Doctor 50k

2 Bob 40 St. 
George St. 22 Student 10k

3



Data Source
• Database


• E.g. A relational database


• relational queries: “Show me the number of customers 
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• aggregate functions e.g.: sum, avg, count, max and min

cust_ID name address age occupation income

1 Alice 21 Baker 
St. 30 Doctor 50k

2 Bob 40 St. 
George St. 22 Student 10k

3



Data Source
• Database


• E.g. A relational database


• relational queries: “Show me the number of customers 
between the age of 20 to 30”


• aggregate functions e.g.: sum, avg, count, max and min


• Mining: predict credit risk of new customers



Data Source
• Data Warehouses


• A repo of information collected from multiple sources, stored 
under a unified schema, residing at a single site


• data cube: a multidimensional data structure


• each dimension is an attribute or a set of attributes


• each cell stores aggregate measure


• operations include drill-down, roll-up


• Multidimensional mining: explore multiple combinations of 
dimensions at varying levels of granularity



Data Source

Examples from “Data Mining: Concepts and Techniques, 3rd Edition,”

3 dimensions:  
address, time, item

aggregate value:  
sales_amount

differing degrees 
 of summarization



Data Source

• Transactional data


• transaction: trans_ID + a list of items


• Mining frequent itemsets


• Sequence data, data streams, spatial data, hypertext and 
multimedia data, graph and networked data…



Question

• What is the difference between a data warehouse and a database?



Answer

• A data warehouse: information collected from multiple sources, over 
a period of time, stored under a unified schema, used for data 
analysis and decision support; whereas a database is a collection of 
interrelated data that represents the current status of the stored 
data. Could be multiple heterogeneous databases with different 
schemas.



Summary

• Data to be mined:


• relational database


• data warehouse


• transactional data


• sequential data, spatial data, data stream, multimedia data, 
graph data, networked data, …
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Knowledge
• Characterization: summarization of general characteristics of a class 

of data


• e.g., summarize the characteristics of customers who spend over 
$2000 a year on Apple products.


• methods: statistical measures and plots, data cube roll-up, …


• outputs: pie charts, bar charts, curves, data cube, …


• Discrimination: 


• e.g., compare the general features of books of which sales 
amount exceeds 1 million with those whose sales do not pass 5k


• methods and outputs: same with characterization



Knowledge
• Association and Correlation


• e.g., frequent itemset, a set of items that frequently appear 
together in a transactional dataset


• lead to associations


            buys ( X, “computer”) => buys ( X, “software”)


                    [ support = 1%, confidence = 50% ]


   confidence: if one buys a computer, 50% chance it will buy software


    support:  computer and software are together in 1% of transactions



Knowledge
• Prediction


• classification method: predict the class of (categorical, discrete) 
objects whose class label is unknown


Examples from “Data Mining: Concepts and Techniques, 3rd Edition,”

IF-THEN rules

decision trees
neural networks

node: a test on  
an attribute

leaves: classes branch: outcome 
 of the test

weights



Knowledge
• Prediction


• classification method: predict the class of (categorical, discrete) 
objects whose class label is unknown


• regression method: predict missing or unavailable numerical data 
values


• e.g., predict the amount of revenue that each item generates




Knowledge
• Clustering


• group data without class 
label


• e.g., identify homogeneous 
subpopulations of 
customers


• Outlier


• e.g., uncover unusual 
usage of credit cards



Question

• What is the difference between discrimination and classification? 
Between characterization and clustering?



Answer

• Discrimination is a comparison of features of target class data 
objects with features of objects from contrasting classes. 
Classification is the process of finding models that describe or 
distinguish data classes for the purpose of predicting objects with 
unknown class.


• Characterization is a summarization of features of a target class of 
data. Clustering is the analysis of data objects without knowing 
labels.



Summary
• Knowledge to be mined:


• Characterization


• Discrimination


• Association and Correlation


• Prediction


• Clustering


• Outlier


• …
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Technologies
• Statistical model


• model data, data class, noise, missing data values, …


• summarize or describe a collection of data


• e.g., mean, median, mode, proximity measures


• verify data mining results by hypothesis test


•              



Technologies
• Machine learning: Computer programs automatically learn to 

recognize complex patterns and make intelligent decisions based 
on data


• Methods: Supervised learning, unsupervised learning, semi-
supervised learning …


• Difference between data mining and machine learning:


• Data mining is the process to discover various types of pattern 
that are inherited in the data and which are accurate, new and 
useful. 


• Machine learning is the study of algorithms that improve 
automatically through experience based on data.



Technologies
• Machine Learning


• Difference between data mining and machine learning:

• Extracting knowledge 
from a large amount 
of data

• Introducing new 
algorithms from data and 
experience

Data Mining Machine Learning

• To get rules from the 
existing data

• To teach computers to 
learn and understand the 
given rules

• Involve more manual 
effort

• Once design self-
implemented, no human effort

• Can use methods 
include machine learning

• Can be used in areas 
outside data mining



Technologies
• Machine Learning


• Supervised Learning: 

0 50 100 150 200 250
0

1

2

3

4

Size in m2 

Price 
in 

million  
RMB

75

We are given the algorithm and a dataset,

 in which the “right answer” were given.  

Regression: predict 

continuous valued output

Examples from Stanford Machine Learning Course by Andrew Ng



Technologies
• Machine Learning


• Supervised Learning: 

Tumor size

Malignant?

0(N)

1(Y)

Classification: discrete 

valued output (0 or 1)

0: benign

1: type I cancer

2: type II

3: type III

Examples from Stanford Machine Learning Course by Andrew Ng



Technologies
• Machine Learning


• Supervised Learning: 

Tumor size

Age

features:

- clump thickness

- uniformity of cell size

- uniformity of cell shape

- …

Examples from Stanford Machine Learning Course by Andrew Ng



Question

• What learning alg. would you use?


1. You want to predict how many students will have lunch today in 
the No. 2 canteen? 


2. You want to examine individual lunch preferences. For each 
student decide which canteen he/she goes at noon today.



Answer

1. A regression problem


2. A classification problem



Technologies
• Machine Learning


• Unsupervised Learning:

X1

X2

Examples from Stanford Machine Learning Course by Andrew Ng



Technologies
• Machine Learning


• Unsupervised Learning:

X1

X2

Clustering

Examples from Stanford Machine Learning Course by Andrew Ng



Technologies
• Machine Learning


• Unsupervised Learning:





Organize computing clusters Social network analysis

Figures from acemap.info

Market segmentation
Genome analysis



Question

• Of the following examples, which would you address using an 
unsupervised learning alg.?


Given email labeled as spam/not spam, learn a spam filter.


Given a set of news articles found on the web, group them into 
set of articles about the same story.


Given a database of customer data, automatically discover 
market segments and group customers into different market 
segments.


Given a dataset of patients diagnosed as either having diabetes 
or not, learn to classify new patients as having diabetes or not.



Answer

• Of the following examples, which would you address using an 
unsupervised learning alg.?


Given email labeled as spam/not spam, learn a spam filter.


Given a set of news articles found on the web, group them into 
set of articles about the same story.


Given a database of customer data, automatically discover 
market segments and group customers into different market 
segments.


Given a dataset of patients diagnosed as either having diabetes 
or not, learn to classify new patients as having diabetes or not.



Technologies
• Database Systems & Data Warehouses: focuses on the creation, 

maintenance, and use of databases for organizations and users.


• data mining use scalable database technologies to achieve high 
efficiency and scalability


• Information Retrieval: searching for documents or information in 
documents


• differ from database systems in that:


1. data under search are unstructured


2. queries are formed by keywords


• method: probabilistic models


• e.g., language model, topic model…



Summary

• Technologies used to mine data:


• Statistics


• Machine learning


• Database systems and data warehouses


• Information retrieval



Outline

• Why Data Mining?


• What is Data Mining?


• What Kinds of Data Can be Mined?


• What Kinds of Knowledge Can be Mined?


• What are the Technologies?


• What are the Targeted Applications?



Applications
• Case 1: Frequent Item Set Mining

frequent item set: {milk, bread}
association rules: milk => bread [ support = 2%, confidence = 60% ]



Applications
• Case 2: Web Search Engines

query recommendations

page ranking



• Case 2: Web Search Engines

Applications

Figures from https://www.stonetemple.com/how-googles-search-results-work-crawling-indexing-and-ranking/

links to other pages



Applications
• Case 2: Web Search Engines

Figures from https://www.stonetemple.com/how-googles-search-results-work-crawling-indexing-and-ranking/



Applications
• Case 3: Ads Display

• Whether user 
likes the ads.


• How 
advertisers set 
bid price.



Applications
• Case 4: Information Extraction

Figures from Mooney, R. J., & Bunescu, R. (2005). Mining knowledge from text using information extraction. ACM SIGKDD explorations newsletter, 7(1), 3-10.

Job Template

title:

state:

city:

country:

language:

platform:

application:

area:

…



Applications
• Case 4: Information Extraction



Applications
• Case 5: Computer Vision

Minivan Waymo under tests.



Applications
• Case 6: Interactive Recommendation



Summary

• Data mining is to discover implicit knowledge through massive data


• Data sources


• Knowledge types


• Technologies


• Applications


