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Abstract

Learning-based methods have made promising advances in
low-light RAW image enhancement, while their capability to
extremely dark scenes where the environmental illuminance
drops as low as 0.0001 lux remains to be explored due to
the lack of corresponding datasets. To this end, we pro-
pose a paired-to-paired data synthesis pipeline capable of
generating well-calibrated extremely low-light RAW images
at three precise illuminance ranges of 0.01-0.1 lux, 0.001-
0.01 lux, and 0.0001-0.001 lux, together with high-quality
sRGB references to comprise a large-scale paired dataset
named See-in-the-Extremely-Dark (SIED) to benchmark
low-light RAW image enhancement approaches. Further-
more, we propose a diffusion-based framework that lever-
ages the generative ability and intrinsic denoising prop-
erty of diffusion models to restore visually pleasing results
from extremely low-SNR RAW inputs, in which an Adap-
tive Illumination Correction Module (AICM) and a color
consistency loss are introduced to ensure accurate expo-
sure correction and color restoration. Extensive experi-
ments on the proposed SIED and publicly available bench-
marks demonstrate the effectiveness of our method. The
code and dataset are available at https://github.
com/JianghaiSCU/SIED.

1. Introduction
Restoring high-quality sharp images from low-light obser-
vations is a challenging task, as it requires improving global
and local contrast, suppressing amplified noise, and pre-
serving details, which is critical for realistic applications
such as night-time photography and surveillance. Recent
advances in deep learning-based low-light image enhance-
ment (LLIE) have significantly propelled this field forward.

*Equal contribution
†Corresponding author

(a) Input RAW (b) Ours (c) Reference

Figure 1. An illustration of our synthesized low-light RAW im-
ages at three extremely low illuminance levels of 0.01-0.1 lux,
0.001-0.01 lux, and 0.0001-0.001 lux are shown in (a), with the
restored results from our method in (b) and the reference high-
quality sRGB images in (c). The input low-light RAW images are
visualized by a simple demosaicing process.

Generally, learning-based methods can be divided into two
categories in terms of their input format: sRGB-based meth-
ods [1, 8, 12, 14, 20, 30, 33, 37, 38, 40, 42] and RAW-based
methods [2, 4, 6, 15, 17, 18, 23, 31, 35]. Compared to
the extensively studied sRGB-based LLIE methods, RAW-
based approaches have garnered growing attention due to
their ability to exploit more informative low-intensity RAW
signals and superior noise modeling capabilities.

To this date, numerous efforts have concentrated on
transforming low-light noisy RAW images into normal-
light clean sRGB images, employing either single-stage or
multi-stage training strategies. Single-stage methods [2, 7,
17, 18, 23] attempt to model both the noisy-to-clean and
RAW-to-sRGB transformations within a single network.
However, the hybrid mappings across these two distinct do-
mains inevitably mislead the enhancement process, causing
domain ambiguity issues [15]. Furthermore, the complexity
of multiple nonlinear processes in the RAW-to-sRGB trans-
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formation exacerbates the problem, often resulting in color
distortion and blurry details. To overcome these limitations,
multi-stage methods [4, 6, 13, 15, 36, 43] decouple the tasks
using intermediate supervision across distinct domains and
fully exploit the unique characteristics of RAW and sRGB
formats to achieve improved results.

On the other hand, qualified datasets are indispensable
for advancing learning-based low-light RAW enhancement
methods. Existing datasets [2, 3, 6, 28] typically collect
paired images in dark environments via varying camera pa-
rameters, where the normal-light reference images are ob-
tained by extending exposure times. However, due to the in-
fluence of environmental light sources and brightness fluc-
tuations during data collection, these datasets offer only
coarse illuminance levels for the captured low-light RAW
images (e.g., 0.2-5.0 lux for indoor scenes and 0.03-0.3 lux
for outdoor scenes in the SID [2] dataset). Moreover, in
truly extreme dark conditions, such as environments with
illuminance as low as 0.0001 lux, obtaining well-exposed
reference images through long exposure time is unattain-
able, which would result in residual noise and motion blur.

To this end, we propose a paired-to-paired data synthesis
pipeline to prepare a more challenging dataset specifically
designed for extremely low-light RAW image enhancement,
named See-in-the-Extremely-Dark (SIED), which gener-
ates low-light RAW images at three well-calibrated ex-
tremely low illuminance levels, along with sharp sRGB ref-
erences, through three aspects: 1) collecting qualified low-
light RAW images with three precise illuminance ranges of
0.01-0.1 lux, 0.001-0.01 lux, and 0.0001-0.001 lux in a pro-
fessional optical laboratory, 2) capturing paired low-light
and normal-light images across diverse real-world scenes
by adjusting the camera parameters in line with previous
data collection strategies [2, 6] where the normal-light im-
ages serve as high-quality references, 3) mapping the illu-
mination of the captured low-light images to the above three
distinct illuminance ranges to align with the standard data
collected in the laboratory and employing the calibrated
sensor noise at each range to the adjusted low-light images
to emulate realistic dark environments. With professional
laboratory calibration and our paired-to-paired data synthe-
sis strategy, our pipeline ensures realistic low-light RAW
inputs for extremely dark scenes and corresponding high-
quality sRGB references, as shown in Fig. 1(a) and (c).

In addition to the dataset, we propose a diffusion-based
framework trained with a multi-stage strategy, which lever-
ages the generative ability and intrinsic denoising capabil-
ity of diffusion models for extremely low-light RAW image
enhancement. Specifically, we first convert the paired low-
light RAW image and normal-light sRGB image into latent
space, where the encoded RAW feature is sent to the de-
signed Adaptive Illumination Correction Module (AICM)
for exposure correction, which differs from the previous

methods [2, 4, 7, 15, 23] employing the exposure infor-
mation of reference images to perform pre-amplification,
aiming to achieve better restoration results and avoid the
exposure bias in the following diffusion processes. Sub-
sequently, the encoded sRGB feature serves as input for the
diffusion model for restoration with the guidance of the am-
plified RAW feature, in which a color consistency loss is
further proposed to facilitate the diffusion model to gener-
ate reconstructed sRGB features with accurate color map-
ping. As shown in Fig. 1(b), our method effectively im-
proves global and local contrast, presents vivid color, and
avoids noise amplification, resulting in visually satisfactory
images in extremely dark environments.

To summarize, our main contributions are as follows:
• We introduce a novel paired-to-paired data synthesis

pipeline capable of generating low-light RAW images at
three distinct illuminance levels, along with high-quality
sRGB images, to form the large-scale SIED dataset for
extremely low-light RAW image enhancement.

• We propose a diffusion-based framework that leverages
the generative capability and intrinsic denoising property
of diffusion models to restore visually pleasing sharp im-
ages from extremely low-light RAW inputs.

• Extensive experiments show that our method outperforms
existing state-of-the-art single-stage and multi-stage com-
petitors both qualitatively and quantitatively.

2. Related Work
Low-light RAW Image Enhancement methods. RAW
images in comparison to sRGB images are more informa-
tive and have thus been widely used for image enhance-
ment in low-light conditions. With the development of
deep learning, numerous efforts have been made to trans-
form the low-light RAW domain into the sharp sRGB do-
main with deep neural networks, which can be divided
into single-stage and multi-stage methods. Single-stage
methods [2, 7, 17, 18, 23] typically promote the network
to generate high-quality sRGB images from input RAW
images through well-designed optimization objectives di-
rectly. However, it is difficult to learn multiple nonlinear
transformations with a single network, making them of-
ten insufficient for accurate detail reconstruction and color
mapping. Multi-stage approaches [4, 6, 13, 15, 36, 43] are
designed to overcome the above limitations, achieving im-
proved results by decoupling tasks and thereby effectively
reducing ambiguities between different domains.
Low-light RAW Image Datasets. High-quality paired
datasets are indispensable for advancing learning-based
methods. The SID [2] dataset contains paired low-/normal-
light images captured by Sony and Fuji cameras, where the
environmental illuminance is 0.2-5.0 lux for indoor scenes
and 0.03-0.3 lux for outdoors. The SDSD dataset [28] pro-
vides spatially aligned video pairs from dynamic scenes for



Illuminance (lux) 0.01-0.1 0.001-0.01 0.0001-0.001
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Figure 2. (a) illustrates the optical laboratory, collected standard RAW images, and camera settings adopted for image capturing. (b)
presents our proposed paired-to-paired data synthesis strategy. The RAW images are visualized by a simple demosaicing process.

low-light RAW video enhancement, with the illuminance of
approximately 0.8–2.0 lux. The SMID dataset [3] includes
static videos with ground truth and dynamic videos with-
out ground truth, where most scenes are in the 0.5-5.0 lux
range. Due to the environmental complexity and variations
in data collection strategies, the above datasets only provide
rough illuminance ranges and lack data captured in darker
scenes. In this paper, we design a new paired-to-paired data
synthesis pipeline to prepare a more challenging dataset that
contains low-light RAW images with three well-calibrated
illuminance ranges as low as 0.0001 lux.

3. See-in-the-Extremely-Dark Dataset

To generate low-light RAW images with precise illumina-
tion ranges, we first use Sony α7RIII and Canon EOS R
to capture qualified low-light RAW images with illumina-
tion ranges of 0.01-0.1 lux, 0.001-0.01 lux, and 0.0001-
0.001 lux in an optical laboratory with controllable light
sources and a professional illuminometer (PHOTO-2000µ),
as shown in Fig. 2(a). Subsequently, instead of synthesizing
low-light images from normal-light images as in the previ-
ous methods, we propose a paired-to-paired synthesis strat-
egy to enable the synthesized images to approximate real-
istic images, as shown in Fig. 2(b), which consists of three
steps: 1) collecting paired low-light RAW and sharp sRGB
images with the above two cameras in various scenes, 2)
manually adjusting the illumination of the low-light images
to produce images with specific illuminance levels that align
with the standard laboratory data, 3) adding the calibrated
noise model to satisfy the realistic dark environments.
Realistic Paired Data Collection. We collect paired low-
light RAW images and normal-light sRGB images across
various real-world static scenes by varying the camera pa-
rameters following [2, 28], where the exposure times for
reference images range between 1/10 and 1/200 second,
which is 20 to 200 times longer than for low-light images.
In each scene, we adapt camera settings such as aperture,

Table 1. The KL divergence (↓) of illumination histogram distri-
butions between our synthesized images and laboratory images.

0.01-0.1 lux 0.001-0.01 lux 0.0001-0.001 lux

Canon 0.017 0.018 0.011
Sony 0.011 0.009 0.059

ISO, and focal length to maximize the quality of the refer-
ence image and fix the settings when capturing the low-light
image. To ensure content consistency, we adopt tripods to
mount the cameras with remote applications to control ex-
posure settings and capture. To improve the scene richness
of the dataset, we crop the original full-resolution images,
i.e., 7,952×5,304 for Sony and 6,720×4,480 for Canon,
to images with 3,840×2,160 resolution, resulting in 1,680
paired images in each subset for subsequent synthesis.
Illumination Alignment. Since the illumination informa-
tion in RAW images is linearly correlated with the photon
intensity, we employ the exposure of standard data Ist to
adapt the captured low-light images Icap, which is similar
to the amplification strategy in previous methods [2, 4, 15],
to simulate the realistic illumination degradation as:

Isyn = Icap ∗ (
Expo(Ist)

Expo(Icap)
+ η), (1)

where Isyn is the synthesized image aligned with the stan-
dard data across three illuminance ranges, Expo(·) calcu-
lates the mean value of Bayer channels to characterize illu-
minance information, and η is the manually defined factor.
Noise Addition. In realistic dark scenes, noise is the in-
evitable degradation factor. To generate more realistic low-
light RAW images, we first estimate the sensor noise model
of Canon and Sony cameras in the optical laboratory, fitting
the Gaussian and Poisson noise distributions under various
ISO values. Moreover, as mentioned in [34, 41], the noise
model under extremely low-light conditions should not be
considered a pure P+G model. Therefore, we add the dark-
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Figure 3. The overall pipeline of our proposed framework. We first employ a RAW encoder Eraw(·) and a sRGB encoder Ergb(·) to convert
the input noisy RAW image Iraw and reference GT image Irgb into latent space denoted as Fraw and Frgb. Then, the encoded sRGB
feature is taken as the input of the diffusion model to perform the forward diffusion process, while the encoded RAW feature is sent to the
proposed Adaptive Illumination Correction Module (AICM) to generate contrast improved feature denoted as F̂raw, aiming to avoid the
exposure bias in diffusion processes. In the reverse diffusion process, the refined RAW feature F̂raw serves as guidance to generate the
reconstructed sRGB feature F̂rgb from the noised tensor xt, which is replaced by randomly sampled Gaussian noise x̂T during inference.
Finally, the reconstructed sRGB feature is sent to the sRGB decoder Drgb(·) to produce the final restored result Îrgb.
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Figure 4. Examples from the Canon and Sony subsets of our SIED
dataset, with reference sRGB images shown in front and low-light
RAW images at three illuminance levels shown in the back.

frame database used for calibrating Gaussian noise to com-
plement the noise types that are hard to model explicitly
to better satisfy the characteristics of realistic noise distri-
bution [41], resulting in the calibrated noise model is the
combination of the Gaussian, Poisson, and dark-frame dis-
tribution. Finally, we adopt the ISO-dependent noise addi-
tion strategy [29] to apply the calibrated noise model within
an equivalent ISO range between 100 and 20,000 to the
illumination-aligned images with the illuminance of 0.01-
0.1 lux and 0.001-0.01 lux, while the ISO range is set be-
tween 100 and 40,000 for 0.0001-0.001 lux.

To refine the illumination of generated images, we adopt
a fixed ISP pipeline to transform the generated RAW im-
age and standard images into YUV space, and manually
finetune η to match the illumination histograms of the two
images in the Y channel, which represents the illumina-
tion information of images [8]. As shown in Table 1, the
mean KL divergence of the histogram distributions between
our generated images and standard laboratory images is less

than 0.06 across three illuminance levels. Overall, the syn-
thesized low-light noisy RAW images with three relatively
precise illuminance ranges and the corresponding normal-
light sRGB images comprise each sample of our See-in-the-
Extremely-Dark (SIED) dataset, containing 1,680 paired
images in each illuminance level of Sony and Canon subsets
where 1,500 pairs are selected for training and 180 pairs are
used for evaluation. We present several samples in Fig. 4
and more details can be found in the supplementary.

4. Methodology

4.1. Overview

Low-light RAW image enhancement presents several criti-
cal concerns: contrast enhancement, noise suppression, de-
tail reconstruction, and global color mapping. To overcome
these challenges, we propose a diffusion-based framework
that leverages the generative ability of diffusion models to
achieve visually satisfactory results, as illustrated in Fig. 3.
Given a paired low-light RAW image Iraw ∈ RH×W×1

and reference sRGB image Irgb ∈ RH×W×3, we first em-
ploy a RAW encoder Eraw(·) and a sRGB encoder Ergb(·),
to transform the input images into latent space denoted as
Fraw ∈ Rh×w×C and Frgb ∈ Rh×w×C . Then, we design
an Adaptive Illumination Correction Module (AICM) to im-
prove the contrast of the encoded RAW feature denoted as
F̂raw, aiming to avoid the exposure bias in the following
diffusion processes and achieve better restoration results.
Subsequently, the encoded sRGB feature serves as the input
for the diffusion model with the guidance of the amplified
RAW feature to generate restored feature F̂rgb. Finally, the
restored feature will be sent to a sRGB decoder Drgb(·) for
reconstruction to produce the final restored image Îrgb.
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Figure 5. The detailed architecture of our proposed AICM.

4.2. Adaptive Illumination Correction Module
Previous methods [2, 4, 15, 23, 43] have shown that pre-
amplifying low-light images can lead to improved restora-
tion results. However, most approaches rely on the exposure
values of reference normal-light images as a prior for ampli-
fication, which is unlikely to be available in practical appli-
cations. Moreover, while diffusion models demonstrate im-
pressive generative capabilities, low-frequency generative
biases would be encountered, particularly in exposure [24].

To this end, we propose a simple yet effective Adaptive
Illumination Correction Module (AICM), which estimates
the amplification factor from the low-light RAW feature to
perform illumination correction in the latent space, aiming
to avoid exposure bias in diffusion processes and obtain bet-
ter restoration results. As shown in Fig. 5, we first use a con-
volutional layer to embed the input feature Fraw followed
by cascaded convolutional layers with an adaptive average
pooling layer to estimate the per-channel amplification co-
efficients Araw ∈ R1×1×C , which is used to improve the
contrast of the embedded feature. Finally, the refined fea-
ture is reconstructed by a convolutional layer with residual
content to generate the amplified feature F̂raw.

To enable adaptive exposure correction in AICM and en-
sure the amplified RAW feature shares content consistency
with the input feature, we propose an illumination correc-
tion loss Licl based on the Retinex theory [19] as:

Licl = ∥LF̂raw
− LF̃raw

∥1 + ∥RF̂raw
−RFraw

∥1, (2)

where the F̃raw is the encoded feature of the normal-light
RAW image. L and R represent the illumination map
and the reflectance map, respectively, which are obtained
through the decomposition strategy in [9].

4.3. Diffusion-based RAW-to-sRGB Reconstruction
The main concern after obtaining the amplified feature is
to convert it into a high-quality sRGB feature. To achieve
this, we propose to leverage the generative ability and in-
trinsic denoising capability of diffusion models to facilitate
the reconstruction from noisy RAW data to clean sRGB rep-
resentation. Our approach follows standard diffusion mod-
els [5, 11, 27] that perform forward diffusion and reverse
diffusion processes to generate reconstructed results.

Forward Diffusion. The encoded sRGB feature Frgb is
taken as the input of the diffusion model, denoted as x0,
to perform the forward diffusion process, in which a pre-
defined variance schedule {β1, β2, ..., βT } is employed to
progressively convert x0 into Gaussian noise xT ∼ N (0, I)
over T steps, which can be formulated as:

q(xt|xt−1) = N (xt;
√
1− βtxt−1, βtI), (3)

where xt indicates the corrupted noisy data at time-step t ∈
[0, T ]. With parameter renormalization, we can obtain xt

directly from the input x0 and thereby simplify Eq.(3) into
a closed expression as xt =

√
ᾱtx0 +

√
1− ᾱtϵt, where

αt = 1− βt, ᾱt =
∏t

i=0 αi, and ϵt ∼ N (0, I).
Reverse Diffusion. The reverse diffusion process learns
to gradually denoise a randomly sampled Gaussian noise
x̂T ∼ N (0, I) into a sharp result x̂0 conforming to the tar-
get sRGB distribution. To strengthen the controllability of
the generation procedure, we apply the conditional mecha-
nism [5] to improve the fidelity of the reconstructed results
conditioned on the amplified RAW feature F̂raw, denoted
as x̃. The reverse diffusion process can be formulated as:

pθ(x̂t−1|x̂t, x̃) = N (x̂t−1;µθ(x̂t, x̃, t), σ
2
t I), (4)

where σ2
t = 1−αt−1

1−αt
βt is the variance and µθ(x̂t, x̃, t) =

1√
αt
(x̂t − βt√

1−αt
ϵθ(x̂t, x̃, t)) is the mean value.

In the training phase, instead of optimizing the parame-
ters of the network ϵθ to promote the estimated noise vector
close to Gaussian noise, we follow [21, 22, 26] to generate
the clean sRGB feature x̂0 = ϵθ(xt, t, x̃), i.e., F̂rgb, and
employ the content diffusion loss Lcdl for optimization as:

Lcdl = Ex0∼q(x0|x̃),t∼[1,T ] [∥x̂0 − x0∥1] . (5)

Color Consistency Loss. The color information in RAW
images is presented by unique color arrangements within a
single channel, which makes the RAW to sRGB conversion
potentially vulnerable to unstable color mapping. To this
end, we further propose a color consistency loss Lccl that
optimizes the color histogram [10] of the generated sRGB
feature denoted as HF̂rgb

to align with the counterpart of the
encoded reference sRGB feature as HFrgb

, aiming to facil-
itate the diffusion model to generate reconstructed sRGB
features with vivid color. We employ the KL divergence to
quantify the distribution disparity instead of directly mini-
mizing the difference between the HF̂rgb

and HFrgb
, since

the color histogram primarily captures the proportion of var-
ious colors across the entire image without accounting for
spatial arrangement. Thus, the Lccl is formulated as:

Lccl =
∑

c∈[0,C)

HF̂c
rgb

log(
HF̂c

rgb

HFc
rgb

+ τ
), (6)



Table 2. Quantitative comparisons on the Canon and Sony subsets of the proposed SIED dataset, where the low-light RAW images are
with three relatively precise illuminance ranges. The best results are highlighted in bold and the second-best results are in underlined. We
retrain all comparison methods on the training set of each subset using their officially released codes for fair comparison.

Canon subset

Category Method Reference
0.01 lux-0.1 lux 0.001 lux-0.01 lux 0.0001 lux-0.001 lux

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Single-stage

SID [2] CVPR’ 18 20.69 0.811 0.428 20.34 0.799 0.450 19.28 0.764 0.497
DID [23] ICME’ 19 20.34 0.806 0.422 20.05 0.798 0.447 18.84 0.760 0.520
SGN [7] ICCV’ 19 21.79 0.813 0.421 21.07 0.800 0.447 19.42 0.762 0.514
LLPackNet [18] BMVC’ 20 20.64 0.770 0.562 20.16 0.764 0.574 18.91 0.739 0.613
RRT [17] CVPR’ 21 20.13 0.766 0.506 19.76 0.753 0.539 18.40 0.727 0.591

Multi-stage

LDC [36] CVPR’ 20 20.51 0.785 0.537 19.97 0.741 0.625 18.93 0.720 0.666
MCR [6] CVPR’ 22 21.76 0.811 0.445 21.60 0.796 0.474 19.87 0.763 0.531
DNF [15] CVPR’ 23 24.03 0.813 0.456 23.47 0.796 0.486 21.63 0.769 0.522
RAWMamba [4] arXiv’ 24 22.63 0.791 0.461 21.99 0.782 0.482 21.05 0.757 0.521
Ours - 24.85 0.849 0.360 24.02 0.839 0.379 22.52 0.811 0.435

Sony subset

Category Method Reference
0.01 lux-0.1 lux 0.001 lux-0.01 lux 0.0001 lux-0.001 lux

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Single-stage

SID [2] CVPR’ 18 21.93 0.811 0.471 21.68 0.804 0.483 20.23 0.774 0.514
DID [23] ICME’ 19 21.64 0.802 0.478 21.24 0.788 0.502 20.46 0.767 0.532
SGN [7] ICCV’ 19 22.41 0.815 0.466 22.13 0.806 0.483 20.77 0.781 0.523
LLPackNet [18] BMVC’ 20 21.57 0.787 0.554 21.37 0.782 0.568 20.33 0.763 0.596
RRT [17] CVPR’ 21 21.11 0.773 0.540 20.95 0.777 0.552 20.49 0.756 0.600

Multi-stage

LDC [36] CVPR’ 20 21.74 0.797 0.517 21.20 0.785 0.555 19.59 0.749 0.637
MCR [6] CVPR’ 22 22.87 0.810 0.492 22.26 0.806 0.502 20.95 0.771 0.542
DNF [15] CVPR’ 23 24.24 0.814 0.473 23.91 0.807 0.497 22.42 0.785 0.531
RAWMamba [4] arXiv’ 24 23.94 0.805 0.489 23.64 0.801 0.499 21.88 0.771 0.548
Ours - 24.98 0.837 0.425 24.51 0.830 0.433 23.10 0.814 0.466

where τ is a small constant to avoid the zero denominator.
In the inference phase, we derive the restored sRGB fea-

ture F̂rgb from learned distribution through the reverse dif-
fusion process following [27], and then send it to the sRGB
decoder Drgb(·) to produce the final sRGB image Îrgb.

4.4. Network Training

Our approach employs a two-stage training strategy. In the
first stage, we use the paired low-light RAW images and
reference normal-light RAW/sRGB images to optimize the
RAW encoder-decoder (Eraw and Draw), sRGB encoder-
decoder (Ergb and Drgb), and AICM, while freezing the pa-
rameters of the diffusion model. The encoders and decoders
are optimized with the content loss Lcon as:

Lcon =
∑

i={raw,rgb}

||Ii −Di(Ei(Ii))||1. (7)

The optimization objective in the first stage is formulated as
Lstage1 = Lcon + Licl. In the second stage, we optimize
the diffusion model through Lstage2 = Lcdl + λLccl, while
freezing the parameters of other modules.

5. Experiments
5.1. Experimental Settings
Implementation Details. We implement the proposed
method with PyTorch on one NVIDIA A100 GPU, where
the batch size and patch size are set to 1 and 512 × 512.
The networks can be converged after training in two stages
with 2 × 105 and 4 × 105 iterations, respectively. We em-
ploy the Adam optimizer [16] for optimization with the ini-
tial learning rate set to 1×10−4 in the first stage and decays
by a factor of 0.8 while reinitializing it to a fixed value of
8× 10−5 in the second stage. The hyper-parameter λ is set
to 0.1. For the diffusion model, we adopt the U-Net [25] ar-
chitecture as the noise estimator network with the time step
and sampling step set to 1000 and 20, respectively.
Datasets and Metrics. To evaluate the performance of our
method, we conducted experiments on the Canon and Sony
subsets of our proposed SIED dataset, which contain low-
light RAW images under three different illumination con-
ditions, i.e., 0.01-0.1 lux, 0.001-0.01 lux, and 0.0001-0.001
lux. Moreover, we also conduct experiments on the SID [2]
dataset which contains low-light RAW images with normal-
light reference images captured by Sony and Fuji cameras.
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Figure 6. Qualitative comparison of our method and competitive methods [2, 4, 6, 7, 15] on the Canon subset of the proposed SIED dataset.
The input RAW images are visualized by a simple demosaicing process. Best viewed by zooming in.

(a) Input RAW (b) SID (c) SGN (d) MCR (e) DNF (f) RAWMamba (g) Ours (h) Reference 

Figure 7. Qualitative comparison of our method and competitive methods [2, 4, 6, 7, 15] on the Sony subset of the proposed SIED dataset.
The input RAW images are visualized by a simple demosaicing process. Best viewed by zooming in.

Table 3. Quantitative comparisons on the Sony and Fuji subsets of
SID [2] dataset. The best results are highlighted in bold and the
second-best results are in underlined. “-” indicates the result is not
available since the pre-trained model has not been released.

Method
Sony Fuji

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Si
ng

-s
ta

ge

SID [2] 28.96 0.787 0.356 26.66 0.709 0.432
DID [23] 29.16 0.785 0.368 - - -
SGN [7] 29.28 0.790 0.370 27.41 0.720 0.430
LLPackNet [18] 27.83 0.755 0.541 - - -
RRT [17] 28.66 0.790 0.397 26.94 0.712 0.446

M
lti

-s
ta

ge

LDC [36] 29.56 0.799 0.359 27.18 0.703 0.446
MCR [6] 29.65 0.797 0.348 - - -
DNF [15] 30.62 0.797 0.343 28.71 0.726 0.391
RAWMamba [4] 30.62 0.794 0.350 28.65 0.723 0.460
Ours 31.20 0.801 0.339 28.90 0.726 0.390

Two distortion metrics PSNR and SSIM [32], and a percep-
tual metric LPIPS [39] are adopted for evaluation.

5.2. Comparison with Existing Methods
Comparison Methods. We compare our method with
existing RAW-based LLIE methods including single-stage
methods SID [2], DID [23], SGN [23], LLPackNet [18],
and RRT [17], as well as multi-stage methods LDC [36],
MCR [6], DNF [15], and RAWMamba [4]. For our SIED
dataset, we retrain all comparison methods on the training

set of each subset for fair comparison. For the SID dataset,
we retrain our method on it and adopt the released pre-
trained weights of the comparison methods for evaluation.
Quantitative Comparison. We first compare the proposed
method with all comparison methods on the Canon and
Sony subsets of our proposed SIED dataset. As shown
in Table 2, multi-stage methods typically present superior
performance than single-stage methods, where our method
achieves state-of-the-art performance in terms of both dis-
tortion metrics and perceptual metrics across various illu-
mination conditions. To further validate the effectiveness of
our method, we also compare our method with comparison
methods on the Sony and Fuji subsets of the SID [2] dataset.
As shown in Table 3, our method also outperforms previous
competitors in all metrics. It is worth noting that, on the SID
dataset, previous methods typically use the GT exposure to
pre-amplify the low-light RAW image, while our method
estimates the amplification coefficients within the proposed
AICM, further proving the effectiveness of our method.
Qualitative Comparison. We present visual comparisons
of our method and competitive methods on the Canon and
Sony subsets of our proposed SIED dataset in Fig. 6 and
Fig. 7, where the input RAW images in rows 1-3 are with
the illuminance of 0.01-0.1 lux, 0.001-0.01 lux, and 0.0001-
0.001 lux, respectively. Single-stage methods suffer from
color distortion and unexpected artifacts, while multi-stage
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Figure 8. Qualitative comparison of our method and competitive
methods [4, 15] on real-world extremely dark scenes.

competitors present blurred details, color deviation, or noise
amplification. In contrast, our method properly improves
contrast, reconstructs sharper details, presents vivid color,
and suppresses noise, resulting in visually pleasing results.
Real-world Generalization. To validate the generalization
ability of our method, we collect several images in realistic
extremely dark scenes using the Sony camera and determine
their illuminance level according to the matching of the il-
lumination histograms in the Y-channel to standard labora-
tory images. As shown in Fig. 8, we use our method and
two competitive methods [4, 15] trained on the Sony subset
of the proposed SIED dataset to restore the collected re-
alistic images, where all methods can transform extremely
low-light images into normal-light counterparts while our
method performs better, proving the effectiveness of the
proposed method and our synthesized dataset is capable of
supporting methods to generalize to real-world scenes.

5.3. Ablation Studies

In this section, we conduct a series of ablation studies to
validate the impact of different component choices. The
quantitative results for the 0.01-0.1 lux illuminance in the
Canon subset of our SIED dataset are illustrated in Table 4.
Training Strategy. To validate the effectiveness of our
adopted multi-stage training strategy, we conduct an ex-
periment by optimizing the encoder-decoders, AICM, and
diffusion model simultaneously. As shown in row 1 of
Table 4, the single-stage training strategy causes overall
performance degradation since the encoded features in the
early training phase are not favorable for the diffusion
model to learn desired target distributions. Nevertheless,
our method trained with the single-stage strategy also out-
performs previous single-stage competitors in Table 2.
Module Effectiveness. To validate the effectiveness of our
proposed AICM, we conduct experiments by removing it
from the overall framework as well as replacing it with fixed
amplification factors (Amp.) of 100, 200, and 300, respec-
tively. As shown in rows 2-5 of Table 4, with the adaptive
exposure improvement realized by our AICM, our method

Table 4. Quantitative results of ablation studies, please refer to the
text for more details. ‘w/o’ denotes without.

Method PSNR ↑ SSIM ↑ LPIPS ↓
1) Single-stage 22.96 (−1.89) 0.809 (−0.040) 0.431 (+0.071)

2) w/o AICM 23.23 (−1.62) 0.839 (−0.010) 0.378 (+0.018)

3) Amp. = 100 23.74 (−1.11) 0.841 (−0.008) 0.373 (+0.013)

4) Amp. = 200 23.48 (−1.37) 0.844 (−0.005) 0.371 (+0.011)

5) Amp. = 300 23.18 (−1.67) 0.838 (−0.011) 0.382 (+0.022)

6) w/o Lccl 24.53 (−0.32) 0.836 (−0.013) 0.389 (+0.029)

7) default 24.85 (+0.00) 0.849 (+0.000) 0.360 (+0.000)

(a) Input RAW (b) w/o ℒ!!" (c) Default (d) Reference

Figure 9. Visual results of the ablation study about our proposed
color consistency loss Lccl. ‘w/o’ denotes without.

achieves significant performance gains in terms of PSNR
compared to fixed amplification factors since the illumina-
tion degradation in realistic scenes is diverse and unknown.
Loss Function. To validate the effectiveness of the pro-
posed color consistency loss Lccl, we conduct an experi-
ment to remove it from the object function utilized to op-
timize the diffusion model. As reported in rows 6-7 of Ta-
ble 4, the incorporation of Lccl results in performance su-
periority especially in terms of structural similarity and per-
ceptual quality. As shown in Fig. 9, the proposed Lccl is
helpful to achieve accurate color mapping.

6. Conclusion
We have presented a paired-to-paired data synthesis
pipeline to prepare a more challenging dataset named SIED
for extremely low-light RAW image enhancement, contain-
ing low-light RAW images at three well-calibrated illumi-
nance levels as low as 0.0001 lux, along with high-quality
reference sRGB images. Moreover, we propose a diffusion-
based multi-stage framework that leverages the generative
ability and denoising property of diffusion models to restore
visually pleasing results from extremely low-light inputs.
Technically, we propose an adaptive illumination correction
module that performs illumination pre-amplification within
the latent space, aiming to obtain better results and avoid ex-
posure bias in diffusion processes. Moreover, we propose a
color consistency loss based on the color histogram to pro-
mote the diffusion model to generate reconstructed sRGB
images with accurate color mapping. Experimental results
demonstrate the superiority of our method.
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