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Abstract—Flooding service has been investigated extensively in wireless networks to efficiently disseminate network-wide commands,
configurations, and code binaries. However, little work has been done on low-duty-cycle wireless sensor networks in which nodes stay
asleep most of the time and wake up asynchronously. In this type of network, a broadcasting packet is rarely received by multiple nodes
simultaneously, a unique constraining feature thatmakesexisting solutions unsuitable. In this paper,we introduceOpportunistic Flooding,
a novel design tailored for low-duty-cycle networks with unreliable wireless links and predetermined working schedules. Starting with an
energy-optimal tree structure, probabilistic forwarding decisions are made at each sender based on the delay distribution of next-hop
receivers. Only opportunistically early packets are forwarded via links outside the tree to reduce the flooding delay and redundancy in
transmission. We further propose a forwarder selection method to alleviate the hidden terminal problem and a link-quality-based backoff
method to resolve simultaneous forwarding operations. We show by extensive simulations and test-bed implementations that
Opportunistic Flooding is close to the optimal performance achievable by oracle flooding designs. Compared with Improved Traditional
Flooding, our design achieves significantly shorter flooding delay while consuming only 20-60% of the transmission energy.

Index Terms—Wireless sensor networks, low-duty-cycle networks, flooding

1 INTRODUCTION

WIRELESS Sensor Networks have been used for many
applications such as military surveillance [12], infra-

structure protection [47] and scientific exploration [36].
Miniaturized into a cubic centimeter package and deployed
without wired power supply, sensor nodes have very limited
amount of energy. On the other hand, there is a growing need
for sustainable deployment of sensor systems [40], [47], [52]
to reduce operational cost and ensure service continuity. To
bridge the gap between limited energy supplies and applica-
tion lifetimes, a sensor network has to be operated on very
low duty cycles, i.e., a sensor node is active for only a short
period of time between two long dormant periods. In order
to deliver a packet, a sender may have to wait for a certain
period of time (termed sleep latency [8]) until its receiver
becomes active. Sleep latency degrades the performance
(e.g., delay and energy consumption) of various kinds of data
forwarding designs in low-duty-cycle networks. While pio-
neering projects have been proposed for low-duty-cycle
unicasts [8], [25], [50], research is surprisingly inadequate
for low-duty-cycle flooding, an important function for

disseminating network-wide commands, alerts and config-
urations [12], time synchronization [26], and code binaries
[14]. Intended for fast network-wide data dissemination, a
flooding design should be not only reliable to reach every
node and keep them updated and consistent, but also time
efficient with less energy cost.

There are two features that make flooding in low-duty-
cycle networks challenging. First, a packet is unlikely to be
received by multiple nodes simultaneously as in always-
awake networks. To broadcast a packet, a sender has to
transmit the same packet multiple times if its receivers do
notwake up at the same time. Thusflooding in such networks
is realized essentially by multiple unicasts. Second, unlike
wired networks, wireless communication is notoriously
unreliable [49]. A transmission is repeated if the previous
transmissions are not successful due to wireless loss. The
combination of low-duty-cycle operation and unreliable links
necessitates the design of adifferentfloodingmechanism than
those found in wired networks and always-awake wireless
networks.

One straightforward solution could be building a routing
tree for flooding. Yet this type of solutions have been shown
[17], [30] to be fragile, because the failure of a parent node
prevents all its subtree nodes from receivingmessages, even if
the network is still connected. Furthermore, existing tree-
based solutions could be made energy efficient only at the
cost of long delays, as they only forward packets via a single
route.

This work introduces Opportunistic Flooding: a flooding
method specially designed for low-duty-cyclewireless sensor
networks. Its main objective is to reduce redundancy in trans-
mission while achieving fast dissemination. Our solution inherits
the reliable nature of traditional flooding, allowing packets to
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travel along multiple paths. The key novelty of this work lies
in the forwarding decision making. A node forwards a packet
with a higher probability if the packet arrives opportunistically
earlier, such that flooding packets are always delivered along
fast paths. Specifically, our contributions are as follows:

To the best of our knowledge, this is the first network
design for flooding in sensor networks with extremely
low duty cycles and unreliable channels.
This work proposes delay-driven opportunistic forwarding.
We propose a recursive and distributed method to com-
pute the probability mass function (pmf) of forwarding
delays at each node along an energy-optimal tree.
The computed pmf is then used as the guideline in for-
warding decision making to reduce the flooding delay
opportunistically.
To alleviate the hidden terminal problems without the
hefty RTS/CTS overhead, we propose a forwarder selec-
tionmethod that allows forwarding nodeswith good link
quality to overhear each other. We also propose a link-
quality-based backoff method to resolve simultaneous
transmissions among forwarding nodes.

The rest is organized as follows: Section 2 describes the
motivation behind the work. Section 3 defines the network
model and assumptions. Section 4 introduces our main de-
sign, and Section 5 discusses practical issues followed by their
evaluation in Sections 6 and 7. Section 8 discusses the related
work and Section 9 concludes the paper.

2 MOTIVATION

To bridge the gap between lifetime requirements of sensor
applications [40], [52] and the limited availability of energy
through fixed-budget batteries or energy harvesting [24], it is
critical to have an energy-efficient communication architec-
ture. This section identifies the need for low-duty-cycle com-
munication designs in general and the flooding design in
particular.

2.1 The Need for Low-Duty-Cycle Operation
Typically, the energy used in communication can be opti-
mized through (i) physical-layer transmission rate scaling
[43]; (ii) link-layer optimization for connectivity, reliability,
and stability [33]; (iii) network-layer enhancement for for-
warders and routes [3], [46]; and (iv) application-layer im-
provements for both content-agnostic and content-centric
data aggregation and inference [11], [28]. Although these
solutions are highly diverse, they all assume a network in
which nodes are ready to receive packets and focus mainly on
the transmission side.

In contrast, wireless networks with intermittent receivers
have captured little attention, despite the fact that communi-
cation energy is consumedmostly bybeing ready forpotential
incoming packets, a problem commonly referred to as idle
listening. For example, the widely adopted CC2420 radio [41]
draws 19.7mA while receiving or idle listening, which is
larger than the 17.4mA for transmitting. More importantly,
packet transmission time is usually very brief (e.g., 1.3 ms to
transmit a TinyOS packet using a CC2420 radio), while the
duration of idle listening can be orders of magnitude longer.
For example, most environmental applications, such as Great
Duck Island [40] and Redwood Forest [42], sample the

environment at relatively low rates (on the order of minutes
between samples). With a comparable current draw and a

orders of magnitude longer duration waiting for recep-
tion, idle listening is amajor energy drain that accounts for the
communication energy cost. To reduce the energy penalty in
idle listening, a node has to run at a low-duty-cycle state and
turn off its radio most of time.

2.2 The Need for a New Flooding Design
The traditional flooding method and many of its advanced
versions [14], [21], [23], [29], [38] have shown their good
performance in terms of delivery ratio, delay and energy cost
in many always-awake networks. These solutions, however,
suffer severe performance degradation if directly applied to
low-duty-cycle networks. In those designs, a node starts
broadcasting a packet as soon as it receives it from its previ-
ous-hop node. In a low-duty-cycle networkwhere two neigh-
bors seldomwake up at the same time, a broadcasting packet
cannot be received by many nodes simultaneously. The de-
livery ratio becomes even worse when unreliable links and
collisions are taken into account. We conducted a series of
simulations bydecreasing the duty-cycle from100% to 1% in a
randomly generated network with 200 nodes. The working
schedules are randomly generated, andwe count the percent-
age of nodes that can receive a broadcasting packet using a
pure flooding scheme, i.e., a node broadcasts upon first
receiving a packet. Fig. 1 shows how the performance de-
grades as the duty-cycle decreases. Even under ideal condi-
tions (i.e., no collisions and perfect links), only 5% of the
packets are successfully delivered in a 2%duty cycle network,
a clear indication that traditional methods are not suitable for
low-duty-cycle networks, if used directly.

One could argue that traditional flooding methods can be
adapted to low-duty-cyclenetworksbypermitting (i)multiple
transmissions of the same packet based on the neighbor
schedules, and (ii) ARQ-based mechanism to deal with unre-
liable links, but this still has problems. First, it suffers from a
high energy cost due to collisions. When a node wakes up,
many of its neighbors attempt to start transmissions simulta-
neously.Withunreliable links [33], [49], it is difficult to resolve
collisions, since the nodes cannot sense each other’s transmis-
sions. Second, even without collisions, the number of

Fig. 1. Traditional flooding in low-duty-cycle networks.
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redundant transmissions is large especially when the net-
work density is high. Due to these limitations in traditional
floodingmethods, it is necessary to have a tailored design for
low-duty-cycle networks, which motivated our work in the
present paper.

3 PRELIMINARIES

This section defines the network model and assumptions
related to our opportunistic flooding design.

3.1 Network Model
Consider a sensor network where each node has two possible
states: an active state and a dormant state. An active node is
able to sense an event, transmit a packet or receive a packet. A
dormant node turns off all its functionmodules except a timer
to wake itself up. All nodes have their own working sche-
dules. These schedules are shared with neighboring nodes
and are normally asynchronous in order to reduce informa-
tion redundancy among temporally correlated sensing data
[10], [45].Adormant nodewakes upwhen (i) it is scheduled to
switch to the receiving state, or (ii) it has packets to send to an
active neighbor. In short, a node can transmit a packet at any time,
but can only receive a packet when it is active.

For sensing purposes, the working schedules of sensor
nodes are normally periodic [12], [40], [42]. Without loss of
generality, suppose is the working period of the whole
network (e.g, can be any commonmultiple of the periods of
all nodes). canbe further divided into anumberof timeunits
of length where is appropriate for a round-trip time. Then
each node picks one or more time units as its active state, in
compliancewith its duty cycle.Denote the active anddormant
states by ’1’ and ’0’, respectively. The th node’s working
schedule can then be represented as > , where is a
string of ‘1’s and ‘0’s denoting the schedule and is the length
of each time slot. In a low-duty-cycle network, we can com-
press the representation of by keeping only the offset
values of active states.

Fig. 2 shows an example of our network model. In this
example, is 8 time units and is divided into 4 time slots, each
of which is 2 time units long (i.e., ). Nodes A and Cwith
schedule are active during the first 2 time units and
dormant during the next 6 time units; node B with schedule

is active during the second 2 time units and dor-
mant for the rest of the period. All nodes periodically change
their states based on their predetermined working schedules.
Suppose node has a packet to send to at time 0. Since a
node can only receive a packet when it is active, node has to
wait until time 2 to start the transmission. Similarly, to
transmit the packet to , node has to wait until time 8. If
both links are perfect, the total delay of this packet from to
is 4 time slots, and thus the delay is time units.

3.2 Assumptions
Suppose the source nodes have flooding packets to be sent
throughout the whole network. We make several assump-
tions as follows:

1) As the traffic intensity is typically light in low-duty-cycle
networks, we simply our consideration by focusing on
the cnario where only one flooding will be in process at
any time [6].

2) A node sets up its working schedule and shares
it with all its neighbors when joining the network, a
process normally referred as low-duty-cycle rendezvous
[5]. After rendezvous, a node knows the schedules of all
its one-hop neighbors. A node changes its schedule only
after the new schedule is shared to all its neighbors.

3) We assume the existence of unreliable links and colli-
sion. We define the link quality of a wireless link as the
probability that the transmission through this link is
successful. Link quality can be measured using probe-
based methods in [3], [46] or through low-cost piggy-
backing on regular data traffic. We assume a relatively
stable environment in which link qualities can be up-
dated infrequently (e.g., every ten minutes). We will
show in Section 6 that our design also works in the
presence of mild fluctuations in link qualities. If two or
more ongoing transmissions are within the communica-
tion range, a collision occurs and none of them will
succeed. Note that collisions can be sometimes resolved
by the capture effect [20]. However, evenwith the capture
effect, simultaneous transmissions still consume extra
energy since only one useful packet out of multiple
transmissions is delivered.We try to avoid simultaneous
transmissions for the sake of energy efficiency and do
not consider capture effect in our design.

4) The network is locally synchronized so that each node
knows when to send packets to its neighbors. Local
synchronization can be achieved by using a MAC-layer
time stamping technique, as described in FTSP [26],
which achieves an accuracy of with the cost of
exchanging a few bytes of packets among neighboring
nodes every 15 minutes. Since is typically between

to , the accuracy of is sufficient.
5) An hop count is used to denote theminimumnumber of

hops from a node to the source. Hop count can be easily
obtained by letting each node broadcast its own hop
count as soon as it is calculated or updated. Initially, the
source node has a hop count of 0. It broadcasts this
information and all its neighbors have a hop count of 1.
Similarly, the neighbors of hop-1 nodes that have not yet
been assigned a hop count have a hop count of 2, and so
on. To ensure the logical network topology is loop free,
we simplify our consideration by focussing on the sce-
nario that a node only forwards a flooding packet to
nodes with larger hop counts. However, the proposed
opportunistic flooding is applicable to any logical net-
work topology. We also compare the opportunistic

Fig. 2. A low-duty-cycle network model.
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flooding with the energy-optimal and delay-optimal
schemes in Section 6, and the results show that the pro-
posed opportunistic flooding achieves a well-balanced
and near-optimal flooding performance in terms of both
the flooding delay and energy cost.

3.3 Performance Metrics
In this paper, we define the following two performance
metrics to evaluate the performance of a flooding design.

1) Flooding delay: defined as the time elapsed from a
message being sent out by the source until it reaches
99%of the nodes in the network.Due to the imperfection
of the links, the flooding delay exhibits inherent ran-
domness. Here we propose to use the average flooding
delay as a measure of network performance.

2) Energy consumption:measured by the total number of
transmissions initiated by a flooding packet from the
source. The receiver-side energy is determined by their
predefined working schedules, which are not changed
by flooding designs. Therefore, we use only the sender-
side energy as the performance metric when comparing
different flooding designs with the same duty-cycled
schedules.

4 MAIN DESIGN

We present the design of the Opportunistic Flooding in this
section.

4.1 Design Overview
Based on the network model, a flooding packet can only be
forwarded from nodes with smaller hop counts to those with
larger ones. As a result, the flooding structure of the network
is a directed acyclic graph (DAG) as shown in Fig. 3a. The
weights of the directed edges are the corresponding link
qualities. A tree structure can be obtained from the DAG by
retaining for each node only the incoming edge with the
highest weight, as shown in Fig. 3b. As we will show later,
this tree is the energy optimal for flooding among all trees
compatiblewith theDAG. In otherwords, if aflooding packet
is forwarded according to this tree, (i.e., a node only receives
packets from its parent), the expected total number of trans-
missions is minimized.

We observe, however, that flooding via the energy-optimal
tree may result in a long flooding delay, since the parent of a
node in the energy-optimal tree may not receive a specific
packet as early as its other parents in the DAG, due to the
opportunistic nature ofwireless communication. Based on this
observation, the key idea of opportunistic flooding is to utilize

links outside an energy-optimal tree if transmissions via these links
have a high chance of making the receiving node receive the packet
“statistically earlier” than its parent on the energy-optimal tree. As a
summary, the proposed opportunistic flooding is applied on
top of the energy-optimal tree and can further improve the
flooding performance in terms of the flooding delay.

The flooding structure of Opportunistic Flooding is dy-
namically changing. A node forwards a flooding packet to a
next-hop node if and only if this transmission is expected to
deliver a new packet to that node, instead of an old one. The
packet to be forwarded opportunistically should be statistically
earlier than the packet that would otherwise be delivered via
the energy-optimal tree. In order to forward opportunistically
early packetswhile avoiding late ones, opportunisticflooding
consists of three major steps, as illustrated in Fig. 4:

1) The pmfComputation:Due to unreliable links, the delay
of afloodingpacket arriving at each node from its parent
in the energy-optimal tree is a random variable. As
shown in Fig. 4a, the probability mass function (pmf) of
this delay for each node is first derived to guide the
decision making process. From the pmf, each node com-
putes its -quantile delay as the statistically significant
threshold and shares it with all its previous-hop nodes.

2) DecisionMaking Process:As shown in Fig. 4b, a packet
is forwarded opportunistically via the links outside the
energy-optimal tree only if this forwarding can signifi-
cantly reduce the delay (Note that the -quantile delay is
used to control the statistical significance). Specifically, a
node makes its forwarding decision locally based on
three inputs: (i) the receiving time of theflooding packet,
(ii) the link quality between itself and the next-hop node,
and (iii) the -quantile. Fig. 4c shows one example of the
final structure of decision making. This structure is
dynamically changed for different flooding packets.

3) Decision Conflict Resolution: With the distributed de-
cision process, multiple nodes may decide to forward
the same packet to a common neighbor, which is called

Fig. 3. DAG-based flooding structure.

Fig. 4. Design overview of opportunistic flooding.
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decision conflict. Conflict resolution techniques are de-
signed to avoid collisions and save energy further
(Fig. 4d).

With dynamic decisions per packet, Opportunistic Flood-
ing permits a packet to travel along an opportunistically-
faster route instead of a fixed one via the energy-optimal tree.
Also, late packets are not forwarded to reduce redundancy
and save energy. The design details are given in the following
subsections.

4.2 Flooding Energy Cost and Delay
The flooding process can be evaluated from two aspects: the
energy consumption and the delay.

4.2.1 About Energy Optimality
In a low-duty-cycle network, the probability that a node has
two neighbors with identical working schedules is very low.
For example, in a network with a 5% duty-cycle, the working
period is divided into 20 time units and each node randomly
chooses one of them as an active state. The probability that
two nodes will choose the same active time slot is only 5%. As
a result, flooding in low-duty-cycle networks is essentially
realized by a number of unicasts. Normally a node needs to
forward a packet to its neighbors (with a larger hop count)
one-by-one due to their different working schedules.

As discussed in 4.1, an energy-optimal tree is constructed
based on the DAG by retaining for each node only the
incoming edge with the best link quality. When the flooding
process is strictly realized by unicasts, the energy-optimality
of this tree among all trees compatible with the DAG can be
easily proved by contradiction: in an energy-optimal tree, if
there exists a nodewhose incoming linkdoes not have the best
link quality among all incoming links in the DAG, then given
that the network has a low duty cycle and flooding is realized
by a number of unicasts, the new tree obtained by replacing
this link with the best one is more energy efficient, which
contradicts with the assumption on its energy optimality.
Note that if multiple nodes wake up simultaneously, the
energy-optimal tree obtained will deviate from the actual
flooding structure with the highest energy efficiency. In this
case, identifying such an optimal flooding structure is equiv-
alent to finding aMinimumConnected Dominating Set given
the nodes deployment, which is proven to be NP-hard [4].
However, since the multiple-receiver scenario is rare in low-
duty-cycle networks, the aforementioned flooding tree still
achieves a good approximation of energy optimality.

4.2.2 About Delay Optimality
Flooding delay is another critical metric to evaluate the flood-
ing performance. In the ideal case where all the links are
perfect, a delay-optimal tree in the DAG can be identified
based on solely the scheduled active slots of sensor nodes.
However, with the unreliable links in practice, the delay-
optimal flooding structure cannot be a tree anymore. Fig. 5
(which is part of the DAG in Fig. 3) shows a simple demon-
stration on the non-existence of the delay-optimal tree. Let us
consider the case that for a flooding process starts at time 0,
and receive the packet at time , and will wake up at time
instances . Either link or will be
adopted if the delay-optimal tree exists. When the former link

is adopted, the expected delay for to receive the packet is

and if the latter is adopted, the expected delay is

However, if both of the links are adopted, the expected
delay would be

which is smaller than both the above cases. This means to
achieve the minimal delay, more links should be adopted in
thefloodingprocess, and thusmore transmissions areneeded,
which on the other hand increases the energy consumption of
sensor nodes.

Thus with unreliable links, the energy-optimal tree may
result in long flooding delay, while the delay-optimal flood-
ing structure will introduce more energy cost. The proposed
opportunistic flooding improves the flooding process based on the
energy-optimal tree, and establishes a balance between the flooding
delay and the energy cost.

4.3 The Delay pmf of the Energy-Optimal Tree
This section computes the packet delay distribution (pmf)
when packets are forwarded according to the energy-optimal
tree.

4.3.1 The Computation of pmf
Given an energy-optimal tree, the flooding packet delay of
each node is a random variable due to unreliable links. In
order to guide the decision making process of neighboring
nodes, it is important to calculate the distribution of the delay.
We call a nodewith hop count a level- node. Suppose the th
active time unit of a level- node is , the packet delay pmf is
denoted by a set of tuples {( , )}, where is the
probability of receiving the packet at time .

The pmf computation process starts from the level-0 node
(the source) and propagates through the network level by
level. Initially, the source is always awake and the probability
that it receives the packet with delay 0 is 100%, i.e., the pmf of
the source is {(0,100%)}. Then a level-1 node calculates its pmf
based on the pmf of the level-0 parent according to the energy-
optimal tree. Similarly, a level- node calculates its
pmf based on that of its level- parent. Given the pmf of this
level- node ( and for any ), and its level-( ) child
with active time units for any , we calculate the

Fig. 5. Delay-optimal flooding structure cannot be a tree.
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probability that it receives the flooding packet at its th active
time slot as

where is the link quality satisfying , is the
number of the level-( ) node’s active time units between

and . is the probability that the
packet which arrives at the level- node at its th active
time unit is first delivered to the level-( ) node at its th
timeunit. Clearly, a node’s pmf can be derived from its parent’s
pmf recursively, with initial pmf (0,100%) at the source.

Fig. 6 shows an example of the pmf computation process,
where node computes its pmf first based on the link quality
0.9 and its ownworking schedule. Theprobability that node
receives thepacket for thefirst time at time10 is 0.9.At time 20,
the probability becomes . Then node
computes its pmf based on ’s pmf. For node at time 15, the
probability is the multiplication of the link quality and the
probability that node receives the packet at time 10,which is

. For node , at time 25, the probability is the
sum of the probability that (i) node receives the packet at
time 10 and succeeds at the second transmission, and (ii) node

receives the packet at time 20 and succeeds in the first
transmission,which is .
Similarly, all the nodeswithin the network compute their pmfs
once the pmfs of their parents become available.

4.3.2 Complexity Analysis
At each node, the number of possible delay values equals the
number of entries to be calculated in the pmf computation.
Theoretically, the delay pmfmay have infinitelymany entries.
However, we can accurately approximate the pmf by includ-
ing first entries, so that the cumulative probability of the
rest entries is less than a small value (i.e., 1%). For example, in
Fig. 6, node ’s pmf contains only two entries: (10, 0.9) and
(20,0.09). In this case, .

Eq. (1) takes quadratic time .However, linear time is
achievable with the following recursive formulation

For example, the probability for to receive the packet at
time 35 (Fig. 6) is calculated with (2) as

.
Each node needs only its parent’s pmf to complete the

computation, which amounts to just a few packets. The
calculation is repeated when the link qualities are updated.
We discuss how frequently the link quality needs to be
updated in Section 5.2.

4.4 Decision Making Process
As discussed in Section 4.1, only opportunistically early
packets are forwarded to reduce flooding delay. Upon receiv-
ing a flooding packet, a node judges if its transmission to a
next-hop node couldmake the node receive the packet for the
first time with a high probability. If so, such a transmission
helps reduce the flooding delay and is considered Needed.
Otherwise it only consumes more energy and is considered
Redundant.

A node finds its -quantile delay based on its pmf, which is
referred as , and shares it with its parents. By definition, if a
flooding packet arrives at this node later than , the proba-
bility that this packet has been already received by this node
from its parent is greater than .

Suppose a level- node receives a packet at its th active
time unit with delay and intends to make a forwarding
decision toward one of its level- neighbors with active
units s ( is not the parent of on the energy-optimal
tree). computes the expected packet delay (EPD) at if
forwards the packet to . Specifically, if transmits to , the
EPD from to canbe computedusing the following equation

where is the link quality, is the number of ’s active time
units between and . Eq. (3) is essentially the sumof a
geometric series,which can be calculatedwith a closed form.To
reduce theamountoffloating-point computation, analternative
way is tomakeuseof the expectednumberof transmissions. For
a link with link quality , transmissions are expected for a
successful packet delivery. Thus finds in ’s working sched-
ule the th active time slot after (the time that this packet
arrives at ) and takes it as ’s EPD.

After theEPD is computed, compares this valuewith ’s
delay threshold to decide if this transmission (from to )
is opportunistically needed. If EPD , the probability that

has already received this flooding packet via the energy-
optimal tree is no greater than . So, this packet is considered
Needed. If EPD , the chance that has already received
this packet is more than , and this packet is considered
Redundant. Thus A will not forwarded it to .

Fig. 7 shows an example of the decision process with
. Denoting the pmf of node at its ’th active slot as

, the -quantile delay of is calculated by first
identifying its earliest active slot till which the packet will be
received by with probability no smaller than

then is assigned as the time of ’s th active slot.

Fig. 6. The pmf Computation.
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In the example shown in Fig. 7, because the first two active
slots of achieves a receiving probability of ,
and the second active slot is at time 18, thus . During
the initialization, shares the value with . Suppose a
packet arrives at node at time 15. Since the link quality is 0.5,

is expected to transmit twice to forward the packet to
successfully. The first try is at time 18 (which is the first active
time unit of after time 15) and the second try is at time 22.
Therefore, the EPD from to is 22. Since

, this packet is considered Redundant and is not for-
warded to .

Note that is a control parameter for balancing the delay
and energy cost. With a larger value of , more packets are
likely to be considered asNeeded and hence forwarded oppor-
tunistically. This increases the chance of fast delivery, provided
that collisions are handled appropriately. It also increases
the number of transmissions, leading to higher energy cost.
On the other hand, as becomes smaller, fewer packets are
forwarded opportunistically via energy-suboptimal links,
which improves the energy efficiency but increases the delay.
Clearly, the value of strikes a balance between delay and
energy, which we will evaluate in Section 6.

4.5 Decision Conflict Resolution
This subsection deals with the conflicts when two or more
nodes transmit to the same node simultaneously.

4.5.1 The Selection of Flooding Senders
In wireless communication, a certain percentage of collisions
are caused by the Hidden Terminal Problem, which is more
likely to occur in a low-duty-cycle network, because all
transmissions to a receiver are limited to the small time
window when it is active. If the hidden terminal problem
occurs, both senders will keep sending but neither of them
will succeed.

One possible solution is to use TDMA-based approaches to
schedule the transmissions of different senders at different
time slots to avoid collisions. However, due to the unpredict-
ablewireless loss along themulti-hop links from the source to
each node, the time each sender receives thefloodingpacket is
highly dynamic, making TDMA–based approaches less effi-
cient. Another possible solution is to use the RTS/CTS control
packets as they are in CSMA/CA. However, adding control
packets into every transmission is very costly, especiallywhen
the hidden terminal problem occurs infrequently under low
traffic loads.

The key idea of our solution is to select a reduced sender set
for each node, so that all sending nodes can hear each other to

avoid the hidden terminal problem. We use a link quality
threshold to determine whether a link is good or not. All
links between the selected senders should have a link quality
better than . The selection process goes as follows: First, a
node only receives flooding packets from nodes with smaller
hop counts. These nodes are the candidates for the flooding
senders, and are sorted in descending order of their link
qualities. The candidate with the best link quality is always
included in the sender set, and the rest are selected inductively.
Consider the best candidate that has not yet been tested. If the
link qualities between this candidate and all the currently
selected senders are better than , this candidate is added to
the sender set; otherwise, this link is disabled. All the candi-
dates are tested one-by-one in descending order of their link
qualities.

Denote as the total number of sender candidates. In the
worst case, a time of is needed to check whether each
candidate should be added to the sender set. For each check-
ing, we need to examine the link qualities between all the
nodes that have been already added to the sender set and the
candidate node under consideration, which implies another

time in the worst case. Thus the computation complexi-
ty to construct the sender set is . The impacts of on
both the flooding delay and energy cost will be evaluated in
Section 6.

4.5.2 Link-Quality-Based Backoff
Once a sender set is formed, we need to resolve the conflicts
within the set. We propose a link-quality-based backoff
scheme that not only resolves collisions but also reduces
redundant transmissions to save energy.

Ideally, a node with better link quality should have a
higher priority to grab the channel and start a transmission
earlier. Suppose the backoff time bound is and the
maximumsize of the sender set is . is divided into
slots for different backoff durations. A sender computes its
backoff duration as

where is the link quality and is a random period of time
generated from if

and from if . This ensures is
non-negative andwithin the backoff bound. Introducing such
randomness into this equation reduces the chance of collision
when two or more nodes have the same link quality.

When multiple nodes within the communication range
have the same packet to send to the same node, they back
off first before transmission and the one with the best link
quality starts first. If this transmission is detected by other
nodes, theywill abort their own transmissions andmark them
as Redundant. To ensure the transmission from the best-link
node is detectable by other nodes, the best-link node can keep
occupying the channel after its sending of packet is finished
until the current time slot is passed. This will not increase the
energy consumption of the best-link sender significantly
because the energy consumption rates when it is in active
and transmitting states are comparable to each other, e.g., the

Fig. 7. An example of decision making.
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current drawof aMicaZmote at active and transmitting states
are 8 mA and 11-17.4 mA, respectively [41].

Fig. 8 shows an example of Opportunistic Flooding. The
original DAG of the network is shown in (a). After sender
selection, all nodes in the same sender set should have good
enough links between them, and the result is shown in (b),
with some links deleted from (a). For the flooding of a specific
packet, (c) and (d) present the two cases on the forwarding
decision of node . If the receives the packet early enough
such that its forwarding to and is Needed, will forward
the packet to and , as shown in (c). On the other hand, if
receives the packet too late, it will not forward the packet to
neither or , because these forwarding is Redundant, as
shown in (d).

5 PRACTICAL ISSUES
In this section we discuss practical issues that could affect the
performance of Opportunistic Flooding.

5.1 On Node Failures
In realworld deployments, a sensor node can fail due tomany
factors such as physical damage or energy depletion. A robust
flooding design should be insensitive to node failures and
minor topological changes. In Opportunistic Flooding, flood-
ing packets are forwarded through a dynamically changing
structure with redundant links where the corresponding
senders make the same decisions to send. The failure of an
opportunistic flooding sender only results in a larger delay
due to lower chances for the receivers to get “early packets”.
Even if its parent in the energy optimal tree fails, a node still
has a high chance to receive an opportunistically early packet
from other senders, thus avoiding cascading failures as in
tree-based designs.We evaluate the impact of node failures in
Section 6.6.

5.2 On Link Quality Change
Link quality plays an important role in Opportunistic Flood-
ing as it is a required input in almost every step of thedesign. It
is thus preferable that the qualities of all the links do not

change once they are measured. In practice, however, link
quality is affected by many environmental factors and
changes over time even during the interval between two
measurements. Thus it is important to discuss if Opportunis-
tic Flooding is still suitable for networks with out-of-date link
quality information.

Due to the periodic measurements, the link quality may
deviate slightly from the latest measured value. This devia-
tion will possibly lead to two consequences: the loss of
optimality of the energy-optimal tree (which further affects
the accuracy of ), and an EPD deviating from its accurate
value. However, the impact of both on Opportunistic Flood-
ing is limited, because and EPD only affect the decision
making process. Given that the link quality has only a limited
deviation, the changes of these two values are small. Thus,
only a limited number of nodes will make wrong decisions,
and thus either reducing the chance of receiving “early
packets” or increasing the chance of sending redundant
packets. We evaluate the impact of link quality change in
Section 6.6.

6 EVALUATION

This section evaluates the performance of Opportunistic
Flooding. Specifically, we compare the flooding delay and
the energy cost in Opportunistic Flooding with those of
traditional flooding. We also show that the performance of
Opportunistic Flooding is very close to the optimal that is
achievable by any flooding design. In Section 7, we provide
further evaluation through a physical testbed experiment.

6.1 Simulation Setup
Thenetworks used for the simulation are randomly generated
with the size varying from 200 nodes to 1000 nodes. The links
between these nodes are wireless path loss channels with
shadowing effects, and the link qualities are calculated as in
[53]. Unless explicitly specified otherwise, the parameters are

for sender selection and for decision making.
The flooding delay is based on a 99% delivery ratio instead of
100% to eliminate the effect of extremely low-degree nodes in
a randomly generated network. All the nodes pick their active
time units randomly. (Note that random schedules are for
evaluation purpose only. Opportunistic Flooding works
regardless of how working schedules are set up.) Since the
performance is not affected by the actual length of a time unit,
we measure the flooding delay by the total number of time
units in all simulations. Simulation results are the averaged
out of 10network topologies, eachwith 1000floodingpackets.

6.2 Baseline I: Optimal Performance Bounds
We compare Opportunistic Flooding with the best perfor-
mance achievable by any possible design. The optimal energy
costs (the one with the least number of transmissions) is
achievedwhenflooding packets are forwarded via the energy
optimal tree. The optimal flooding delay (the one with the
least flooding delay) is achieved by pure flooding with an
oracle collision-free media access control. Note that the opti-
mal energy and delay are achieved by two different methods,
neither of which can achieve both the optimal delay and the
optimal energy simultaneously.

Fig. 8. Different flooding structures.
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6.3 Baseline II: Improved Traditional Flooding
To our knowledge, there is nodistributedflooding algorithm
specially designed for low-duty-cycle networks. Besides
the optimal performance bounds described above, we also
compare the performance of Opportunistic Flooding with a
variation of traditional flooding. Recall from Section 2 that
the performance of traditional flooding deteriorates dra-
matically when the duty cycle of a network is significantly
reduced.

To make the comparison fair, we modify the traditional
flooding method to improve its efficiency for low-duty-cycle
networks and refer to it as Improved Traditional Flooding.
First, it uses the same link-quality-based backoff method as
Opportunistic Flooding to avoid collisions among multiple
senders. Second, a node stops sending to a certain neighbor
after hearing the transmission of another node. This greatly
reduces the number of redundant transmissions. Third, the
hidden terminal problem is alleviated by using a -persistent
backoff scheme after a fixed number of trials. These three
techniques enable Improved Traditional Flooding to resolve a
greater percentage of collisions, reduce energy cost, and
recover from the hidden terminal problem quickly.

6.4 Performance Comparison
This section compares Opportunistic Flooding with optimal
performance bounds and Improved Traditional Flooding.
Due to the aggregated link dynamics overmultiple hops, the
flooding delays of these methods have a noticeable variance.
For the sake of clarity, simulation figures only plot the
average performance over multiple runs. In the test-bed
evaluation,we experience less dynamics (i.e., lessfluctuation

on link quality over multiple hops), which allows us to plot
both average and variance without reducing the figure
clarity.

6.4.1 Different Network Sizes
We also evaluate the performance of Opportunistic Flooding
in different network sizes as shown in Fig. 9. For different
network sizes from 200 to 1000, the side length of the area
changes from 200m to 400m to keep a similar density.

In Fig. 9, the average flooding delay and energy cost
increase as the network size increases, as expected. Again,
Opportunistic Flooding outperforms Improved Traditional
Flooding and saves about 40% of flooding delay and 50% of
energy cost. It is very close to the optimal performance, with
around 10% more delay and energy cost.

6.4.2 Different Duty Cycles
We first evaluate the performance in networkswith different
duty cycles, where 800 nodes are randomly deployed in a

field. Figs. 10a and 10b plot the flooding delay
and energy cost of Opportunistic Flooding, Improved Tra-
ditional Flooding and optimal solutions. In Fig. 10a, the
average flooding delay of opportunistic flooding is only
around 80% of that of Improved Traditional Flooding and
is very close to the optimal solution. In Fig. 10b, Opportu-
nistic Flooding costs less than 50% of Improved Traditional
Flooding while providing a shorter flooding delay. Com-
pared with the optimal-energy solution, the number of
redundant transmissions is around 400, which means that
in the network consisting of 800 nodes, a node receives on

Fig. 9. Network size.

Fig. 10. Flooding performance in networks with different duty cycles.
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average only 0.5 redundant packets for every broadcasting
packet. Fig. 10c shows the percentage of nodes whose first
flooding packets are opportunistically early packets (i.e., not
from its parent in the energy optimal tree), from which we
can see that around 50% of packets are delivered opportu-
nistically, significantly reducing the delay compared to
Improved Traditional Flooding. We observe that this ratio
increases as the duty cycle increases. This is because the
probability that a node has more than one active neighbor is
higher in a network with a higher duty cycle, and an oppor-
tunistically early packet ismore likely to be received bymore
nodes.

6.4.3 Comparison With Optimal Schemes
Next we compare the performance of the Opportunistic
Flooding with the energy-optimal and delay-optimal
schemes (Fig. 11). We can see that the performance of
Opportunistic Flooding is quite close to the respective
optimal scheme, e.g., about and of the minimal
achievablefloodingdelay and energy cost, respectively,when
the duty cycle is 5%. Also note that both flooding delays
under the energy-optimal scheme and energy costs under the
delay-optimal scheme are significantly larger than that
achieved by Opportunistic Flooding. Thus we can see that
Opportunistic Flooding achieves a well-balanced and near-
optimal flooding performance in terms of both the flooding
delay and energy cost.

6.5 Investigation on System Parameters
In Opportunistic Flooding, we use two parameters (i.e.,
and ) to control the tradeoff between delay and energy. This
section addresses how to choose appropriate values for these
parameters under different user requirements.

6.5.1 The Sender Set Link Quality Threshold
We study the impact of link quality threshold used to build
a sender set. Again we use the 800-node network which is
randomly generated on a field with a 5% duty-
cycle. is still fixed to 0.9 while is changed from 0.5 to 1.0.
(To guarantee delivery, a node’s best incoming link is always
selected as flooding sender, even if it is no greater than .)

Fig. 12 plots the performance comparisons under different
. As increases, the requirement for flooding sender

selection becomes higher and fewer nodes are included in
the sender set, leading to less opportunistic forwarding. This
is validated by Fig. 12 where we observe an increasing
flooding delay, decreasing energy cost and decreasing
opportunistical delivery ratio as becomes larger. There
is a significant change when goes from 0.9 to 1 compared
to the slow change when goes from 0.5 to 0.9. This is
because requires that all senders have a 100% link
quality, which is too strict to allow enough opportunistic
packets and provide better performance.

Generally, can be set to any value from0.5 to 0.9, a trade-
off between thefloodingdelay and the energy cost. If a shorter

Fig. 11. Comparison with optimal schemes.

Fig. 12. Flooding performance in networks with different .
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flooding delay is preferred, can be set to 0.5 and 0.6. If
energy is themost important issue, a greater in the range of
0.8 to 0.9 is the best choice.

6.5.2 The Quantile Probability
We study the impact of , the threshold to decide whether a
packet is an “early packet”. Again, 800-node randomly gen-
erated networks are used. This time, isfixed to 0.7while is
changed from 0.5 to 0.9. Figs. 13a–13c plot the average
flooding delay, the energy cost and the opportunistic delivery
ratio, respectively. As increases, more nodes make the
decision to start transmissions so that a shorter delay and
larger number of transmissions can be expected. Similarly,
the choice of is a trade-off betweendelay andcost. If a shorter
delay is more important, a larger of 0.8 or 0.9 is needed.
(Recall that in Fig. 10, the flooding delay when is
very close to the optimal delay, which means can
almost satisfy all delay requirements.) On the other hand,
if a lower energy cost is more important, can be as low as
0.5 or 0.6.

Based on all the comparisons, we conclude that Opportu-
nistic Flooding approaches the optimal bounds. It outper-
forms Improved Traditional Flooding and saves flooding
delay significantly while consuming only 20% to 60% trans-
mission energy in almost all network settings. It could also fit
different design requirements by choosingdifferent values for
its parameters.

6.6 Evaluation of Practical Issues
We inject noise into link qualities to simulate the scenario in
which a flooding packet experiences different link qualities
from the ones that are measured and shared in the latest
update.Wewant to see howmuch the performance is affected

when the link quality information known by each node is out
of date. Figs. 14a and 14b show thefloodingperformancewith
different link quality variation ranges. As link qualities devi-
ate from measurements, the flooding delay increases. This is
because there are more nodes making wrong forwarding
decisions and fewer nodes can receive “early packets”. The
energy cost slightly increases.Wenext explainwhy the energy
cost has only a limited change in contrast with the flooding
delay. Recall that a node compares with to make
forwarding decisions, and is affected by (i) the time that
a flooding packet reaches this node and (ii) the link quality to
the next-hop node. Since link qualities are periodically up-
dated, both and the link quality to the next-hop node
remain the same in this node’s computation. As a result, only
the time that the packet reaches this node affects the decisions
made by this node, and this is further affected by the link
dynamics from the source to this node. With a random
variation on link qualities, this node has roughly equal prob-
ability to receive the packet early or late, making the total
number of decisions on “early packets” and the total energy
cost almost unchanged. Compare Figs. 14a and 14b we find
that with inaccurate link quality information, more packets
are sent as “redundant” ones as they consume energy and
increase the chance of collisions without helping reduce the
flooding delay at all. However, with a reasonable changing
range of 30%, Opportunistic Flooding still outperforms
Improved Traditional Flooding in terms of both flooding
delay and energy cost.

Fig. 14c shows the flooding coverage for different percent-
age of node failures. To better understand the number of
nodes that fail to receive the broadcasting packet caused by
the flooding design, the percentage of coverage is calculated
as the number of nodes that receive the flooding packets
divided by the total number of nodes subtracting the number

Fig. 13. Flooding performance in networks with different .

Fig. 14. Evaluation of practical issues.
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of failure nodes. As seen in the figure, as the number of failure
nodes increases, the flooding coverage decreases as expected.
However, for a failure rate of no more than 10%, the flooding
coverage is more than 96%, which indicates that Opportunis-
tic Flooding is very robust to node failures and minor topolo-
gy changes.

6.7 Overhead Analysis
We evaluate the overhead of Opportunistic Flooding in this
subsection. In the simulation, link qualities are measured by
exchanging 10 hello messages among neighbors. Since pmfs
are computed based only on the pmf of the parent, only one
message needs to be sent to each child. Fig. 15 plots the control
overhead for different “data packet size/control packet size”
ratios, in which, the x-axis is the number of flooding packets
sent per link quality update period and the y-axis is the ratio of
the total bits sent for control packets over data packets.We see
from the figure that the control overhead is reduced as the
flooding packets sent per link quality update increases, as
expected. When the data packet size is as small as the control
packet, the overhead of Opportunistic Flooding is large espe-
cially when less than 5 flooding packets are sent during one
link quality update period. When the data packet is greater
than 5 times of the control packet, the control overhead
becomes negligible when more than 5 flooding packets are
sent per link quality update period.

In practice, a sensor network is deployed to have a
number of tasks, and the cost of measuring link qualities
is shared by all of them. For example, the hello messages are
periodically sent to maintain the network connectivity for
almost all tasks and the link qualities can be measured and
updated at the same time with no extra cost. Even when
flooding is the only operation of the network, we show in
Fig. 15 that Opportunistic Flooding still saves energy when a
reasonable amount of flooding bits is sent per link quality
update period.

7 IMPLEMENTATION AND EVALUATION

In addition to large-scale simulations, we implemented
Opportunistic Flooding and Improved Traditional Flooding
on the TinyOS/Mote platform in nesC with 30 MicaZ motes
to further validate Opportunistic Flooding in practice.

7.1 Experiment Setup
We randomly deployed 30 MicaZ nodes on an in-door test-
bed, whose transmission power is tuned down so that the
nodes form a 4-hop network. After deployment, all nodes are
in the initialization phase with a 100% duty cycle. Each mote
randomly generates a specified working schedule controlla-
ble by a stand-alone base station node. Then, starting from the
source, each node broadcasts its existence and its working
schedule. Upon receiving a broadcast message from a neigh-
bor with a smaller hop count, a node updates its hop count
and starts to announce its working schedule to neighboring
nodes. When this process ends, all nodes have their hop
counts ready and a neighbor table built with working sche-
dules from all neighboring nodes. Followed by neighbor
discovery, a node begins to measure the pairwise link quality
between itself and each neighboring node in its neighbor table
by counting the reception ratio of 20 packets. This information
is exchanged with neighboring nodes. Consequently, the
neighbor table of each node would contain both incoming
and outgoing link qualities for all neighboring nodes. The link
quality threshold in the sender selection is 0.6. With such
information, the pmf is computed and the quantile with

is shared with neighbors. After the initialization
phase, all nodes switch to low-duty-cycle mode. They turn
on or turn off their radios based on their working schedules.
Specifically, in this experiment we set the unit time as .

7.2 Performance Comparison
In this section, we compare the empirical flooding delay and
energy consumption for both designs. For each specified duty
cycle, the source sends 100 packets using either Opportunistic
Flooding or Improved Traditional Flooding. In order to mini-
mize the impact of link qualityfluctuation on the performance
comparison, opportunistic flooding packets and improved
traditional flooding packets are sent alternatively.

7.2.1 Delay Performance
We investigated the impact of duty-cycle ondelay as shown in
Fig. 16. At duty-cycles 2% and above, both schemes experi-
ence a comparable delay in flooding a packet to every node in
the network. At the duty cycle of 1%, the delay in opportu-
nistic flooding is about 25% shorter. Notice that Fig. 16 does
not show the similar significant delay reduction that we
observed in the simulation. This is because our experiments
are subject to the physical limitations of the testbed. First, we
have to form a four-hop network with only 30 MicaZ nodes.

Fig. 16. Flooding delay.Fig. 15. Control overhead.
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Consequently, the number of flooding senders for each node
is small, which reduces the chance of sending “opportunisti-
cally early” packets. Second, a pure-flooding algorithm is
considered delay-optimal when a network is not congested.
Due to the low connectivity in four-hop network of 30 nodes,
the congestion level is not as significant as that observed in the
simulation.

7.2.2 Energy Performance
Fig. 17 compares average energy consumption of the two
flooding designs. Due to the small network size and limited
number of opportunistic links, the percentage of energy saved
is not as significant as that in simulation, but is still noticeable.
For example, at a duty cycle of 3%, the average flooding delay
for Opportunistic Flooding and Improved Traditional Flood-
ing are 7603ms and 7564ms, respectively. The energy costs are
68 and 103, meaning that Opportunistic Flooding saves about
34% in energy while providing a similar flooding delay.

7.3 Why Opportunistic Flooding is Better
This section presents insights onwhyOpportunistic Flooding
significantly improves performance over Improved Tradi-
tional Flooding.

7.3.1 Observation on Delay Distribution
To investigate how a flooding packet propagates over a
network,we recorded the receiving time stamps of individual
packets and plotted the Cumulative Distribution Function of
delaywith both floodingmethods in Fig. 18a. The experiment
is done with a duty cycle of 1%. As seen in the figure, 80% of
the nodes receive the flooding packet quickly within 10 sec-
onds. However, it takes significantly more time to deliver the

flooding packet to the other 20%. This indicates that the total
flooding delay is severely affected by only a few nodes. This
figure also shows that Opportunistic Flooding has a compa-
rable delay to that of Improved Traditional Flooding for
reaching individual nodes during the flooding process. Al-
though it reaches 80% of the nodes more slowly, it reaches
100% of the nodes more quickly.

7.3.2 Observation on Energy Distribution
In addition to flooding delay, we also recorded the energy
consumption at each individual node when the network
operated at a 1% duty cycle and compared the distribution
of single-node energy consumption in Fig. 18b. As seen in the
figure, opportunistic flooding outperforms Improved Tradi-
tional Flooding at any given percentile. For example, about
70% of the nodes in Opportunistic Flooding transmit the
flooding packets only 3 times, in contrast to 5 for Improved
Traditional Flooding. Also, in order to reach the last a few
nodes, especially the last 10%, the number of transmissions
increase significantly due to poor link quality and connectivi-
ty. Again, this implies that the flooding delay is dominated by
the last few nodes.

7.3.3 Observation on Opportunistic Ratio
We studied how Opportunistic Flooding helps reduce the
flooding delay. Fig. 18c plots the percentage of opportunistic
flooding packets received at each node. The nodes are sorted
according to their hop counts, and three vertical lines show
the separation of nodeswith different hop counts.We observe
that as hop count increases, the chance of receiving opportu-
nistic early packets increases significantly. For example,while
no hop-one nodes receive any opportunistic early packets,
about one-third of the nodes at hop-two receive opportunistic
early packets. At hop three, almost every node receives
opportunistic early packets, and the average percentage of
such packets is around 80% of the total flooding packets
received. This observation indicates thatOpportunistic Flood-
ing design is very effective in reducing flooding delay, espe-
cially when the network scale becomes large.

8 RELATED WORK

As essential operations for wireless networks, multicasting
[13], [32] and flooding [14], [21], [23], [29], [38] have been
extensively studied in the literature. RMAC [37] presents a
reliablemulticast service at theMAC layer using the busy tone
mechanism.Mobicast [13] andGARUDA[32] provide reliable

Fig. 17. Energy cost.

Fig. 18. System insights of opportunistic flooding.
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data delivery from a sink to the sensors in specified delivery
regions. PBBF [29] proposes aMAC layer solution forflooding
and investigates tradeoffs among reliability, latency and
energy consumption. Aimed at ameliorating message implo-
sion, Smart Gossip [21] adaptively determines the forwarding
probability for received flooding messages at individual sen-
sor nodes based on previous knowledge and network topol-
ogy. By exploiting network density and maintaining reliable
bridge links among dense clusters of nodes, RBP [38] demon-
strates its energy efficiency and high reliability for flooding.
For services such as network reprogramming, protocols such
as Deluge [14] and Trickle [23] also propose techniques for
efficiently propagating code to nodes in the network. Recent-
ly, Zhu et al. explores link correlation in flooding service [51].
All these works assume there are usually multiple neighbors
available at the same time to receive the broadcast message
sent by a sender, which does not hold in low-duty-cycle
networks.

On the other hand, data forwarding in low-duty-cycle
networks have acquired a lot of attentions in recent years
[2], [7]. ZigBee provides a specification for a suite of high level
communication protocols for low-power devices. However, it
does not provide a solution to multi-hop broadcasting.
TDMA-basedapproaches [18], [27] haveproposed scheduling
methods for either collision-free sender-side transmissions
or energy-efficient sleep schedules. While these works suc-
cessfully save the energy cost caused by collisions and idle
listening, they do not consider redundant transmissions and
unreliable wireless links. Scheduling also becomes less effi-
cient with the existence of wireless loss. A number of works
have proposed routing solutions for duty-cycled networks
[1], [8], [19], [31], [34], [35], [48]. However, the point-to-point
routing model makes them not suitable to
be applied in broadcasting/flooding. For broadcasting ser-
vice in duty-cycled sensor network, RBS [44] proposes a
solution and shows its efficiency in terms of delay and
energy cost. ADB [39] proposes an asynchronous MAC
protocol by distributing the coverage information in
broadcasting process. Jiao [15], [16] proposes scheduling
algorithms for multi-hop broadcasting without considering
unreliable links. Lai [22] proposes a broadcasting solution
that saves energy by letting a node decide how long to wait
for more receivers to wake up, but requires relatively high
duty cycle. None of these solutions investigates the low-
duty-cycle operation and unreliable links at the same time.
Different from all these previous works, Opportunistic
Flooding provides a promising solution for multi-hop
broadcasting while considering the problems caused by
both low-duty-cycle operation and unreliable wireless links
simultaneously.

9 CONCLUSION

In this paper, we present Opportunistic Flooding: a delay-
driven flooding method that is particularly designed for
low-duty-cycle wireless sensor networks. Each node makes
probabilistic forwarding decisions based on the delay distri-
bution of next-hop nodes. Only opportunistically early pack-
ets are forwarded via the links outside the energy-optimal
tree to reduce the flooding delay and the level of

redundancy. To resolve decision conflict, we build a reduced
flooding sender set to alleviate the hidden terminal problem.
Within the same sender set, we use a link-quality-based
backoff method to resolve and prioritize simultaneous for-
warding operations. Extensive simulations and test-bed ex-
periments show that Opportunistic Flooding approaches the
optimal performance and achieves a shorter average flood-
ing delay with less than half of the energy cost of Improved
Traditional Flooding in various network settings. In the
future, we shall extend this work into the scenario where
working schedules can be flexibly changed to provide better
flooding performance.
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