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Abstract

Recent deep learning-based optical flow estimators have
exhibited impressive performance in generating local flows
between consecutive frames. However, the estimation of
long-range flows between distant frames, particularly un-
der complex object deformation and large motion occlu-
sion, remains a challenging task. One promising solution
is to accumulate local flows explicitly or implicitly to ob-
tain the desired long-range flow. Nevertheless, the accumu-
lation errors and flow misalignment can hinder the effec-
tiveness of this approach. This paper proposes a novel re-
current framework called AccFlow, which recursively back-
ward accumulates local flows using a deformable module
called as AccPlus. In addition, an adaptive blending mod-
ule is designed along with AccPlus to alleviate the occlusion
effect by backward accumulation and rectify the accumula-
tion error. Notably, we demonstrate the superiority of back-
ward accumulation over conventional forward accumula-
tion, which to the best of our knowledge has not been explic-
itly established before. To train and evaluate the proposed
AccFlow, we have constructed a large-scale high-quality
dataset named CVO, which provides ground-truth optical
flow labels between adjacent and distant frames. Extensive
experiments validate the effectiveness of AccFlow in han-
dling long-range optical flow estimation. Codes are avail-
able at https://github.com/mulns/AccFlow .

1. Introduction
Optical flow is ideally a dense field of motion vectors

that depicts the pixel-wise correspondence of two video
frames. Since a variety of downstream applications (e.g.,
video editing [3, 14, 54], action recognition [42], and
object tracking [1]) significantly benefit from the accu-
racy of flow estimation, optical flow estimation turns out
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Figure 1: Comparisons of our method with RAFT [48]
and GMA [19] on HS-Sintel dataset [18]. Zoom-in regions
are annotated in red boxes. Our method outperforms other
methods especially for occluded area.

to be a long-standing fundamental task in computer vi-
sion [41, 39, 40, 27, 26, 55, 25, 13].

Recent advances [6, 47, 48] resort to deep learning to
estimate optical flow and achieve promising accuracy. Al-
though remarkable performance has been achieved in the lo-
cal flow estimation between two adjacent frames, it is non-
trivial to estimate the long-range flow that records the pixel
correspondence between two distant frames.

The long-range optical flow is a grounded research topic
that has plenty of practical applications. For instance, in
video completion [8], long-range optical flow is benefi-
cial to the detail compensation between distant frames; in
video key-point propagation [11], since the long-range op-
tical flow performs holistic pixel-tracking in nature, it frees
the quantity limitation of tracked pixels; in video super-
resolution [31], it enables better inter-frame alignment in
one sliding window; and in segmentation mask propaga-
tion [51], it provides an explicit approach to propagate
masks to distant frames, improving the interpretability com-
pared to the implicit matching. The above examples take a
glance at the wide applications of long-range optical flow.
More significantly, the success of this task has the poten-
tial to break through the performance bottleneck of relevant
tasks.

ar
X

iv
:s

ub
m

it/
50

77
71

1 
 [c

s.C
V

]  
25

 A
ug

 2
02

3



Surprisingly, even though the long-range optical flow is
significant and can benefit many related tasks, few works
put effort on this research line. One possible reason is the
lack of public datasets that provide ground-truth bidirec-
tional cross-frame optical flows for training and validation.
In literature, the early attempt to address this long-range op-
tical flow task is Lim et al. [22], which proposed a method
based on the forward flow accumulation, in which the flows
of adjacent frames are added successively along the mo-
tion trajectories. The recent work [18] follows this idea and
reasons the occlusion regions from high-frame-rate frames.
Apart from these, one can simply estimate the long-range
flow by employing methods specified for local flow [19, 48].
As shown in Figure 1, since the influence of occlusion is
positively related to the time interval between two frames,
the accuracy of flow estimation from these methods would
be deteriorated severely or even be unacceptable when the
time interval is beyond a threshold. In addition, one can
also traverse all pixels in a frame and employ the pixel-
tracking methods [38, 11] to produce the long-range dense
flow, which has huge computational overheads and cannot
be used in applications requiring dense flow. To sum up, a
considerate long-range optical flow method should address
the following challenging issues:

1) Occlusion As the time interval increases, the flow esti-
mation of two distant frames suffers significant degra-
dation owing to the inter-frame occlusion. Therefore,
without a specific design, the common methods that aim
at dealing with local flows perform poorly. Janai et
al. [18] formulate it as an energy minimization prob-
lem and found it highly non-convex, so they exploit the
linearity of small motions and reasons about occlusions
from multiple frames. However, this strategy is based on
high-frame-rate videos (� 240 FPS) and not applicable
on regular videos.

2) Accumulation error Although flow accumulation is a
promising solution to tackle long-range flow estimation,
it also brings the accumulation error, resulting in inac-
curate estimation in non-occluded regions. Therefore,
the effectiveness of accumulation error compensation is
critical. Lim et al. [22] and Janai et al. [18] constrained
the photo consistency of warped frames to shrink ac-
cumulated error. However, the photo consistency loss
is not comprehensive for flow estimation as revealed
in [17, 24].

3) Efficiency The computational complexity of long-range
optical flow should be controlled at an appropriate level
to support the downstream tasks in practice. Therefore,
the pixel-tracking methods [38, 11], which iterative esti-
mate the per-pixel long-range displacement, do not sat-
isfy this requirement.

To address the above issues, we propose a novel frame-
work, named AccFlow, to estimate long-range optical flow
by progressively backward accumulating local flows with
effective corrections. More specifically, to alleviate the oc-
clusion effect, we propose the backward accumulation, a
new accumulation strategy distinct from the forward ac-
cumulation pipeline, and elaborate a corresponding deep
module, named AccPlus. More details about the differ-
ence between backward and forward accumulation can be
found in Section 3.1 and 3.2. The AccFlow framework con-
sists of three components: an arbitrary optical flow estima-
tor, the AccPlus module, and an adaptive blending mod-
ule. The arbitrary optical flow estimator is used to estimate
local flows and long-range initial flow. The AccPlus per-
forms the backward accumulation in feature domain. The
adaptive blending module rectifies the accumulated error.
Furthermore, to train and validate our AccFlow, we elab-
orately build a large-scale synthetic dataset, named CVO
(cross-frame video optical flows). Different from other syn-
thetic flow datasets [5, 6], the CVO includes comprehensive
cross-frame bidirectional flow annotations. The CVO also
includes more challenging cases that have large pixel dis-
placement and severe occlusion.

The contributions of this paper can be summarized as
follows:

• We propose a novel backward accumulation strategy
to alleviate the long-range occlusion.

• We build the CVO, a new large-scale synthetic dataset
with comprehensive cross-frame optical flow annotations.

• We propose the AccFlow framework which is sim-
ple yet effective to predict the long-range optical flow and
achieves the state-of-the-art results on several benchmarks.

2. Related Works
2.1. Adjacent Frame Optical Flow Estimation

Optical flow methods can be categorized into two-frame
and multi-frame methods according to the number of in-
put frames. For two-frame methods, traditional algo-
rithms [4, 45, 36] obtain optical flow by minimizing well-
designed energy functions based on the brightness con-
stancy assumption. By training a convolutional network
on a synthetic dataset, FlowNet [6] first established a deep
learning approach for optical flow estimation. After that,
the performance of optical flow estimation is gradually im-
proved by various works, such as FlowNet2 [16], PWC-
Net [47], and IRR-PWC [15]. Recently, RAFT [48] pro-
posed a new paradigm to estimate optical flow by introduc-
ing 4D correlation volume and recurrent network. Follow-
ing RAFT, graph reasoning [30], global motion aggrega-
tion [19], kernel patch attention [29], and cross-attention
transformer [44] are further proposed to improve the accu-
racy and efficiency.



The purpose of multi-frame optical flow estimation is to
estimate the optical flow of adjacent frames by utilizing the
temporal information of multiple video frames. Traditional
methods achieve multi-frame optical flow estimation by
phase-based representations of local image structure [7, 12],
spatial-temporal regularization term [18, 52, 43], constant
velocity prior [18, 49, 37, 46, 50], constant acceleration as-
sumption [2, 20], and directional prior [32]. Recently, deep-
based multi-frame methods are proposed to fuse flow pre-
diction [35] or feature [34, 9] from previous frame pair into
the current estimation process.

Although these optical flow methods have achieved re-
markable performance, they mainly focus on estimating op-
tical flow of two adjacent frames, leaving the long-range
optical flow of non-adjacent frames rarely being explored.

2.2. Non-adjacent Frame Optical Flow Estimation
Lim et al. [23] proposed the early work to obtain

the cross-frame optical flow, where the Lucas-Kanade
method [28] is used to produce optical flow at a high frame
rate and the accumulation strategy is designed to generate
optical flow at a standard frame rate. After that, this accu-
mulation method is improved by accumulation error mod-
eling and correction [21, 22, 18]. Janai et al. [18] cast this
task as an energy minimization problem, and opt for a data-
driven hypothesis generation strategy for optimization. Re-
cently, Harley et al. [11] proposed a deep CNN network,
PIPs, to estimate cross-frame sparse optical flow from the
perspective of per-pixel tracking over the video sequence.
Although PIPs has achieved state-of-the-art performance
for video pixel tracking, it is difficult to obtain long-range
dense optical flow due to the lack of spatial coherence in-
formation. In this paper, we deeply analyze the drawbacks
of existing accumulation strategies and propose a new accu-
mulation framework for obtaining long-range dense optical
flow.

3. Methods
Let I = {I1, . . . , IN} denote a video sequence with N

image frames It 2 Rw⇥h⇥3 of size w⇥h and 3 color chan-
nels. Let Fi,j 2 Rw⇥h⇥2 denote the optical flow field from
the reference image Ii to the target image Ij . Specifically,
for each pixel x 2 ⌦i = {1, . . . , w} ⇥ {1, . . . , h} in refer-
ence image Ii, Fi,j(x) 2 R2 describes the apparent motion
from frame Ii to Ij .

Our goal is to estimate the long-range optical flow field
F1,N by accumulating all intermediate local flow fields
{F1,2, . . . ,FN�1,N}. To achieve this, Lim et al. [22] and
Janai et al. [18] formulate it as a dense pixel tracking task
and obtain the long-range flow by tracking through pixel
trajectories. In this paper, we refer to these approaches as
the forward accumulation. In Section 3.1, we revisit the
forward accumulation process and provide a formalization

of it. The essential problem inherent in this process is ana-
lyzed, and a solution referred to as backward accumulation
is proposed in Section 3.2. Subsequently, we introduce in
Section 3.3 the proposed AccFlow framework that accom-
plishes the aforementioned backward accumulation to mit-
igate the occlusion effect and rectify the accumulated er-
ror. Additionally, we introduce the proposed CVO dataset
which provides synthesized video with ground-truth long-
range optical flow between distant frames in Section 3.4.

3.1. Revisiting the Forward Accumulation
Generally, the accumulation process is a recursive pro-

cedure to fuse all intermediate local flows together. For
brevity, we define the fusion of two adjacent optical flows
Fi,k and Fk,j as �, and we present the fused flow Fi,j as:

Fi,j = Fi,k � Fk,j (1)

where i, k, j 2 [1, N ] denote three time stamps satisfying
i < k < j. Since the adjacent flows Fi,k and Fk,j start at
different frames (i.e., frame Ii and Ik), in order to obtain the
target flow Fi,j which starts at frame Ii, we need to warp
the start point of each motion vector in Fk,j to align them
with Fi,k, and then add the two flows pixel-wise. Let eFi

k,j
denote the warped Fk,j starting at frame Ii, we have:

eFi
k,j(x) = Fk,j(x + Fi,k(x)) (2)

for each pixel x in reference image Ii. Then we obtain the
target flow Fi,j by:

Fi,j(x) = Fi,k(x) + eFi
k,j(x). (3)

However, as Janai et al. [18] revealed, the reference pixel
x 2 ⌦i can be forward occluded in frame Ik, which leads
to wrong warping results in Equation (1)-(3). Therefore, re-
searchers usually speculate on the occlusion mask and solve
the occluded regions by estimation. For brevity, we define
the binary occlusion mask Oi,k, where Oi,k(x) 2 {0, 1}
specifies whether pixel x 2 ⌦i is forward occluded from
frame Ii to Ik. Equation (1)-(3) valid only when pixel
x 2 ⌦i is not occluded in frame Ik (i.e., Oi,k(x) = 0).
As for occluded pixels (i.e., Oi,k(x) = 1), its optical flow
has to be estimated by some carefully designed occlusion
solvers. For easy notation, function solveOcc denotes oc-
clusion solvers in general , and Pi,j 2 Rw⇥h⇥2 denote the
estimated flows in occluded region, where

Pi,j = solveOcc(Fi,k,Fk,j ,Oi,k). (4)

Therefore, Equation (3) can be re-formulated as:

Fi,j(x) =

(
Fi,k(x) + eFi

k,j(x) if Oi,k(x) = 0,

Pi,j(x) if Oi,k(x) = 1.
(5)



Algorithm 1: The Forward Accumulation
Input: {Ft,t+1 | t 2 [1, N � 1]}
Output: F1,N

for t 2 to N � 1 :
O1,t  getOcc(F1,t,Ft,t+1)
P1,t+1  solveOcc(F1,t,Ft,t+1,O1,t)
for x 2 ⌦1 :

eF1
t,t+1(x) Ft,t+1(x + F1,t(x))

if O1,t(x) = 0 :
F1,t+1(x) F1,t(x) + eF1

t,t+1(x)
elif O1,t(x) = 1 :

F1,t+1(x) P1,t+1(x)

The forward accumulation process recursively performs
the above operations. Specifically, with the time index t
increases from 2 to N�1, we recursively produce F1,t+1 by
fusing the pre-obtained flow F1,t and the local flow Ft,t+1

as follows:
F1,t+1 = F1,t � Ft,t+1, (6)

where for each pixel x 2 ⌦1 in reference image I1, we have

F1,t+1(x) =

(
F1,t(x) + eF1

t,t+1(x) if O1,t(x) = 0,

P1,t+1(x) if O1,t(x) = 1,
(7)

where the occlusion mask O1,t is usually estimated as well.
We denote the occlusion reasoning methods as getOcc in
general:

O1,t = getOcc(F1,t,Ft,t+1). (8)

For clarity, we present the pseudocode of the forward accu-
mulation process in Algorithm 1.

3.2. Backward Accumulation
Previous research [18] has shown that the forward accu-

mulation can generate high quality motion hypotheses for
visible regions, but the occluded regions limit its perfor-
mance. In this subsection, we first analyze the occlusion
area in the forward accumulation process, then propose a
new solution to alleviate the occlusion effect.

Let � = |k � i| � 1 denote the time interval, we define
the proportion of occluded area of Oi,k as:

↵i
� =

P
x2⌦i

Oi,k(x)

h⇥ w
, (9)

where ↵i
� 2 [0, 1]. We begin by analyzing the case of a

one-dimensional object moving with constant velocity, as-
suming that the object is of length �w pixels, the canvas
length is M � �w, the velocity of the object is v pixels
per frame, and the background is fixed. From time t = 1 to
t = k, the proportion of forward occluded area is calculated

Algorithm 2: The Backward Accumulation
Input: {Ft,t+1 | t 2 [1, N � 1]}
Output: F1,N

for t N � 1 to 2 :
Ot�1,t  getOcc(Ft�1,t,Ft,N )
Pt�1,N  solveOcc(Ft�1,t,Ft,N ,Ot�1,t)
for x 2 ⌦t�1 :

eFt�1
t,N (x) Ft,N (x + Ft�1,t(x))

if Ot�1,t(x) = 0 :
Ft�1,N (x) Ft�1,t(x) + eFt�1

t,N (x)

elif O1,t(x) = 1 :
Ft�1,N (x) Pt�1,N (x)

as:
↵1

|k�1| =
min{v ⇥ |k � 1|, �w}

M
, (10)

which is positively correlated with the time interval |k �
1|. Similar conclusions can be extended to two-dimensional
cases. Thus, the inequality

↵i
�+1 � ↵i

�, (11)

holds for linear motion.
While the assumption of linear motion may not always

hold in practical scenarios, our experiments show that Equa-
tion (11) remains valid when a significant number of sam-
ples are tested. The statistical results over 5000 samples are
provided in terms of box-plot in Figure 2, which demon-
strates that the ↵i

� is positively correlated with � as Equa-
tion (10) indicates. This conclusion is important for the fol-
lowing analysis.

Algorithm 1 shows that the occlusion proportion ↵1
t�1 of

O1,t increases progressively with t increases, which signifi-
cantly burdens the occlusion solver. Although existing tech-
niques [19, 48] can powerfully solve occlusion with deep
neural networks (DNN), the constant increment of the oc-
clusion proportion is still a challenge that might consume
substantial computational resources.

To address the above critical issue, we propose a simple
solution, named the backward accumulation, where we re-
verse the accumulation order without extra computational
complexity involved. As analyzed in Equation (3)-(4), the
alignment operation introduces errors in the forward oc-
cluded regions, and as revealed in Equation (11), they are
proportionally correlated with the time interval. In each step
of accumulation process, we can simplify the problem as
the alignment of two optical flows, one of which has a larger
magnitude (pre-obtained from the last step) and another one
has a smaller magnitude (the local flow). The forward ac-
cumulation chooses to align two flows along the larger one,
which essentially leads to a larger occlusion area. There-
fore, we propose to align the two flows along the smaller
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Figure 3: Visualization of occlusion masks during accumu-
lation. White regions denote occluded area.

one. Specifically, with time variable t decreases from N�1
to 2, we recursively produce the long-range flow Ft�1,N by
fusing the pre-obtained flow Ft,N and the local flow Ft�1,t

as follows:
Ft�1,N = Ft�1,t � Ft,N , (12)

where for each pixel x 2 ⌦t�1 in reference image It�1, we
have

Ft�1,N (x) =

(
Ft�1,t(x) + eFt�1

t,N (x) if Ot�1,t(x) = 0,

Pt�1,N (x) if Ot�1,t(x) = 1,
(13)

and the occlusion mask is obtained by:

Ot�1,t = getOcc(Ft�1,t,Ft,N ). (14)

By doing this, we form the backward accumulation process
presented in Algorithm 2.

As evident from the recursive process, the occluded re-
gions are pixels with Ot�1,t(x) = 1,x 2 ⌦t�1, at each
step. The occlusion proportion defined in Equation (9) is
↵t�1

1 here. During the backward accumulation, although
the reference image undergoes changes, the occluded region
remains at a minimum level, particularly when compared to
the forward accumulation method where the occluded re-
gion progressively increases. We visualize this observation
in Figure 3. The reduced occluded area enables the occlu-
sion solver to handle the occlusion more efficiently.

3.3. AccFlow Framework
In this section, we present AccFlow, a deep framework

that employs the backward accumulation to estimate ac-
curate long-range optical flow. The framework consists
of three components, an arbitrary optical flow estimator
OFNet (e.g., RAFT, GMA, etc.), the AccPlus module, and
the adaptive fusion module. Initially, local flows {Ft,t+1 |
t 2 [1, N � 1]} are obtained from the pretrained OFNet as
inputs of AccFlow. The AccFlow recursively produces the
long-range flow Ft�1,N with time t decreases from N � 1
to 2 and the recurrent structure is shown in Figure 4a.
The AccPlus Module. Following the Algorithm 2, we im-
plement the backward accumulation in the AccPlus module
to perform flow fusion in feature domain as shown in Fig-
ure 4b. At each stage, given the local flow Ft�1,t and pre-
obtained flow Ft,N , we encode them into motion features
ft�1,t and ft,N with a motion encoder. The motion encoder
spatially downscales features by 1/4 times. The occlusion
mask Ot�1,t is determined by getOcc which is a simple
warping operation in this paper. More details about the en-
coder and getOcc are provided in appendix. Afterwards, we
warp the motion features ft,N to align them with ft�1,t by
deformable convolution and produce eft,N . In the AccPlus,
we implement solveOcc in Algorithm 2 by a set of convolu-
tional layers. Specifically, we concatenate eft,N and ft�1,t

along the channel dimensional, where ft�1,t provides the
spatial coherence information for handling occlusion. The
concatenated feature is then processed by multiple convo-
lutional layers. The resulting output features, denoted as
pt�1,N , are then merged with eft,N and ft�1,t to produce
the final target motion feature ft�1,N .
The adaptive blending module. Directly decoding the
output features ft�1,N of AccPlus and passing them to next
stage may result in the accumulation error. To mitigate this
issue, an adaptive blending module is added to suppress the
accumulation error by using the directly estimated long-
range flow as prior information. Specifically, we first es-
tablish an initial long-range optical flow F

ini
t�1,N with the

pretrained OFNet, and then encode it into a motion feature
f ini

t�1,N with the motion encoder (share parameters with the
one in AccPlus). Subsequently, the adaptive blending mod-
ule takes the two motion features (i.e., f ini

t�1,N and ft�1,N )
and corresponding video frames as inputs to calculate an
adaptive confidence mask. The confidence mask is then
used to fuse them with attention mechanism, and the output
motion features are decoded into the optical flow Ft�1,N

with a motion decoder. Details of the motion decoder are
provided in appendix.

3.4. CVO Dataset
Existing optical flow datasets only provide the local op-

tical flow annotations. In order to provide the ground-truth



ft�1,N

It�1

IN
F

ini
t�1,N f ini

t�1,N

Ft�1,NAccPlus

OFNet

Adaptive
BlendingFt,N

Ft�1,t

t t� 1

It�1 IN

It�1

(a) AccFlow Framework.

Ft�1,t

Ft,N

ft�1,t

ft,N

!"#$%%

C DC
eft,N

C C
pt�1,N

ft�1,N

C
Ot�1,t

Concatenate

Deformable Conv

ConvsEncoder

Decoder

C

DC Data
Context feature

It�1

It�1

(b) AccPlus Module.

Figure 4: Illustration of the network structure. (a) The Ac-
cFlow framework. Time t decreases from N � 1 to 2 to
obtain long-range flow F1,N . OFNet is an arbitrary flow es-
timator. (b) The AccPlus module, an efficient module that
implements the backward accumulation in feature domain.
The red arrows signify the encoding of images into context
features by a context encoder, which adheres to the struc-
ture outlined in [48].

(GT) long-range optical flows, we construct a cross-frame
video optical flow dataset (CVO), consisting of 12K syn-
thetic video sequences and GT optical flow labels across
different frame intervals. This dataset is essential for the
research on long-range optical flow estimation and other re-
lated tasks.

Dataset Collection We generate the CVO dataset using
Kubric [10], which is a data generation pipeline for cre-
ating semi-realistic synthetic multi-object videos. We first
simulate the movement of multiple objects, and then render
frames along with optical flow annotations. For each video
sequence, we render 7 frames of size 512 ⇥ 512 at 60 FPS
(frame per second) in conjunction with the bidirectional op-
tical flow of adjacent frames. In addition, we provide cross-
frame bidirectional optical flows across different frame in-
tervals. All the cross-frame flows take the first frame as
reference. We further render the RGB video frames with
and without random motion blur, which is denoted as Clean
and Final sets. We partition all video sequences into two
subsets, 11K sequences and 500 sequences, which serve as
the training and validation splits, respectively.

Comparisons with Existing Datasets The CVO dataset
contains richer annotations compared with existing optical
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Figure 5: The histogram comparisons of the flow magnitude
between the training set of CVO and public datasets, such
as MPI Sintel [5] and FlyingThings3D [33].

flow datasets [5, 6] since it provides cross-frame bidirec-
tional optical flow annotations. Moreover, the CVO con-
tains more challenging samples with large motion and com-
plex occlusion. We compare the flow magnitudes among
different datasets by plotting the statistical histograms in
Figure 5. Even though the FlyingThings3D [6] has sim-
ilar flow magnitude distribution compared to CVO, the
CVO contains more extreme large motions (flow magnitude
� 125 pixels). According to our experiments, the proposed
CVO is sufficient to support researches on long-range opti-
cal flow estimation and other related tasks.

4. Experiments
4.1. Validation Benchmarks

CVO: We adopt the CVO testing set, which consists of
Clean and Final splits, as one of our validation benchmarks.
Each split contains 500 sequences for evaluation. In each
sequence, there are 7 frames of size 512⇥ 512, and the de-
fault GT optical flow F

gt
1,7. If experiments on other frame

intervals are desired, we provide the corresponding GT flow
F

gt
1,i, i 2 [2, 6] (denoted as CVO-i).

HS-Sintel: MPI Sintel [5] is a commonly used optical
flow benchmark generated from the realistic animated film.
However, it only provides GT flows at 24 FPS. Therefore,
we use the High-Speed Sintel videos [18], namely HS-
Sintel, as an alternative. Specifically, Janai et al. [18] se-
lected a subset of 19 sequences from the MPI Sintel training
set (clean pass) and re-rendered them 24 FPS to 1008 FPS
with 4⇥ resolution. Unfortunately, the GT flows at other
frame rates of HS-Sintel are not publicly available. There-
fore, we use the GT flows at 24 FPS of MPI Sintel as labels
to evaluate the estimates from video sequences at 1008 FPS
of HS-Sintel.

4.2. Implementation Details

Loss function: During the recurrent process to obtain the
target flow F1,N , the AccFlow also produces intermediate



Method HS-Sintel CVO (Clean) CVO (Final) Inference
ALL NOC OCC ALL NOC OCC ALL NOC OCC time (s)

RAFT 2.141 1.124 7.169 5.687 2.798 13.233 6.653 3.812 13.891 0.129
RAFT-Lim 3.868 1.845 12.63 11.96 6.573 31.10 12.34 6.938 31.45 0.956
RAFT-w 1.921 1.004 6.623 5.259 2.274 12.59 5.508 2.493 12.90 0.525
Acc+RAFT (ours) 1.709 1.163 5.639 3.170 1.623 8.113 3.283 1.714 8.261 0.813
GMA 2.291 1.330 7.139 5.757 2.775 13.58 6.265 3.530 13.71 0.234
GMA-Lim 3.871 1.764 12.79 12.22 6.708 31.40 12.42 7.038 31.61 2.159
GMA-w 1.924 1.043 6.458 5.136 2.137 12.49 5.515 2.502 12.81 1.167
Acc+GMA (ours) 1.568 1.091 5.003 3.583 1.807 8.868 3.752 1.979 9.030 1.499
RAFT⇤ 2.567 1.426 7.717 4.445 1.948 11.73 4.537 2.003 11.70 0.129
RAFT⇤-Lim 3.657 1.611 12.36 23.34 6.543 32.90 13.02 7.033 33.82 0.956
RAFT⇤-w 2.139 1.059 6.963 3.738 1.052 10.41 3.808 1.162 10.14 0.525
Acc+RAFT⇤ (ours) 1.383 0.930 4.546 2.634 1.155 7.302 2.707 1.249 7.295 0.813
GMA⇤ 2.520 1.469 7.600 4.638 2.342 11.33 4.633 2.114 11.36 0.234
GMA⇤-Lim 3.306 1.381 11.70 11.39 5.833 31.28 11.68 6.130 31.35 2.159
GMA⇤-w 1.888 0.946 6.516 3.832 1.082 10.38 3.807 1.159 10.10 1.167
Acc+GMA⇤ (ours) 1.434 0.950 4.770 2.732 1.181 7.438 2.808 1.261 7.495 1.499
SlowFlow 2.58† 0.87† 9.45† - - - - - - � 500
PIPs - - - 8.568 6.351 21.55 8.954 6.718 22.06 � 500
GMFlow 2.055 1.024 7.132 5.801 2.680 13.521 6.506 3.402 14.21 0.341

Table 1: Comparisons of AccPlus framework with other methods on two benchmarks in terms of EPE # on all regions (ALL)
and occluded regions (OCC). The best and the second-best results are marked in red and blue, respectively. ‘-Lim’ denotes
the flow accumulation method in [22]. ‘-w’ denotes the warm-start method (details in Section 4.3). For the SlowFlow [18],
we refer to data in their paper (denoted with †). We report the inference time of 7 frames of size 512⇥ 512 per sample on an
NVIDIA GTX3090 GPU.

flows Ft,N , t 2 [1, N � 2]. Therefore, we train the network
by supervising all the flow outputs with L1 loss:

L =
1

N � 2

N�2X

i=1

kFi,N � F
gt
i,Nk1. (15)

Training details: We train the AccFlow with the mixture
of ‘clean’ and ‘final’ pass of CVO training set. We augment
the training data by randomly cropping the input frames
into patches of size 256 ⇥ 256. Other training hyperpa-
rameters (e.g., learning rate and batch size) follow the de-
fault settings from [48]. By replacing the OFNet with dif-
ferent existing optical flow estimators, we train four mod-
els for comparison. Specifically, we embed the officially
pretrained RAFT [48] and GMA [19] in AccFlow frame-
work, respectively. On the one hand, we fix the parame-
ter of OFNet and train other parameters from scratch, and
produce Acc+RAFT and Acc+GMA, respectively. On the
other hand, we fine-tune the parameter of OFNet and pro-
duce Acc+RAFT⇤ and Acc+GMA⇤, respectively.

4.3. Alternative Approaches
Previously, several works [22, 18] have been focused on

optical flow accumulation. Therefore, for more comprehen-
sive comparisons, we consider some other alternative ap-
proaches to estimate long-range optical flow.
Direct estimation. One of the naive methods is to directly
estimate long-range flow with two distant reference images.
Other than RAFT and GMA, we also compare the GM-
Flow [53] which formulates the optical flow as a global

matching problem to solve large motion. For fair compar-
isons, we also fine-tune the RAFT and GMA with training
set of CVO, denoted as RAFT⇤ and GMA⇤, respectively.
Pixel tracking. Another intuitive way is to use pixel track-
ing method to iteratively estimate the per-pixel long-range
displacement. We use the SOTA pixel tracking method
PIPs [11] to achieve this. Such process is time-consuming
so we only test this method on CVO testing set.
Warm start. Zachary et al. [48] propose to estimate opti-
cal flow with warm start. This method can also be applied
in flow accumulation, that is, we use the pre-obtained F1,t

as an initialized flow input to estimate F1,t+1. This pro-
cedure is essentially an implicit forward accumulation pro-
cess, thus we include it into comparisons.

4.4. Comparisons with Existing Methods
We compare the existing methods in terms of the aver-

age End-Point-Error (EPE) applied to all pixels (ALL) and
occlusion regions (OCC). In Table 1, we compare our Ac-
cFlow with previous methods on two benchmarks, and our
AccFlow outperforms all the previous methods by a large
margin especially for occluded regions. Specifically, we no-
tice that it is challenge for direct methods (the 1,5,9,13,18-th
rows in Table 1) to produce long-range optical flow due to
the extreme large motion and occlusion problems. For for-
ward accumulation, the explicit methods (i.e., [22] and [18])
fail to handle the constantly increased occlusion which re-
sult in inferior performance. PIPs can accurately estimate
sparse motion but suffers from the lack of spatial coherence
information for dense flow estimation. Moreover, the im-



Reference RAFT

GMA

RAFT-wRAFT-Lim Acc+GMA(ours)

GMA-Lim GMA-w Ground TruthTarget

Figure 6: Visual quality comparisons on CVO dataset. Two
small objects with large motions are emphasized with red
boxes. More results can be found in the supplementary.

Acc+RAFT AB HS-Sintel CVO (Final)
F. B. ALL NOC OCC ALL NOC OCC
X 2.238 5.758 5.758 3.328 1.914 7.716

X 1.740 1.303 4.711 2.709 1.252 7.299
X X 1.716 0.936 5.895 3.229 0.873 8.823

X X 1.383 0.930 4.546 2.707 1.249 7.295

Table 2: Ablation study of AccFlow framework (reported in
EPE #). ‘F.’ denotes a modified AccPlus that accumulates
the local flows in forward manner, ‘B.’ is the proposed Ac-
cPlus with backward accumulation, and ‘AB’ denotes the
adaptive blending module.

plicit forward accumulation method (i.e., warm start) is not
specially designed for this task and fall short in tackling oc-
clusion problem, but still brings certain performance gain
compared with direct methods. Compared to all these meth-
ods, the AccFlow framework can decrease the average EPE
error by large margin, which justifies the effectiveness of
our framework for occlusion correction and non-occlusion
correspondence enhancement.

Moreover, the qualitative comparisons are shown in Fig-
ure 6, where two small objects with large motion are an-
notated in red boxes. It can be seen that our AccFlow can
produce accurate optical flows while the compared methods
suffer from significant errors especially for occluded area.

4.5. Ablation Study

Backward VS. Forward accumulation: In Section 3.2,
we demonstrate that the backward accumulation is less sus-
ceptible to occlusion effect than the forward one. In order
to fairly compare the two methods, we design a modified
AccPlus module which implements the forward accumula-
tion in Table 2 (denoted as ‘F.’). It is worth noting that the
modification only change the inputs of network and no ad-
ditional computational complexity is introduced. Detailed
structure of the forward version of AccPlus is provided in
appendix. In Table 2, we compare the backward accumula-
tion with the forward one in terms of EPE under the same
experimental settings. We can find that the backward ver-
sion can deal with the occluded area more effectively than
the forward version by large margin. This is because the
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Figure 7: Average EPE # (ALL) of long-range flows from
the compared methods in different estimation ranges.

backward accumulation has stable and minimum occlusion
proportion at each step of iterations.
Adaptive blending module: In Section 3.3, we design the
AccFlow framework not only to address occlusion problem
but also suppress the accumulation error. Specifically, the
adaptive blending module takes a directly estimated long-
range flow as prior to rectify the cumulated flow. To evalu-
ate this, we train networks w/. and w/o. the adaptive blend-
ing module (denoted as ‘AB’) in Table 2. The EPE is
reduced by large margin especially for non-occluded area
(NOC), which demonstrates the necessity of adaptive blend-
ing module for mitigating accumulated error.
Accumulation for different frame ranges In Figure 7,
we show the results of long-range optical flow estimation in
different estimation ranges. When the range increases, the
EPE of the flows from our proposed AccFlow (Acc+GMA⇤)
increases slower than that from direct estimation and the
warm start methods. This observation shows the robustness
of our proposed framework in different estimation ranges.

5. Conclusion
We propose the backward accumulation strategy for im-

proved long-range optical flow estimation, surpassing prior
methods. AccFlow employs feature domain backward ac-
cumulation and DNN-based error correction. Experimen-
tal results effectively address occlusion and accumulation
errors. Ablation studies confirm superiority and adaptive
blending’s necessity. AccFlow notably reduces EPE on sev-
eral benchmarks. In conclusion, AccFlow offers a simple,
potent solution for flow accumulation, with scalability.
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