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ARTICLE INFO ABSTRACT

Keywords: Nucleic acid testing is currently the golden reference for coronaviruses (SARS-CoV-2) detection, while the

YOLOv5 SARS-CoV-2 antigen-detection rapid diagnostic tests (RDT) is an important adjunct. RDT can be widely used

nght‘fve‘ght‘ ) in the community or regional screening management as self-test tools and may need to be verified by healthcare

E([))t;tcllnf 013_36“ detection authorities. However, manual verification of RDT results is a time-consuming task, and existing object detection
etection

algorithms usually suffer from high model complexity and computational effort, making them difficult to
deploy. We propose LightR-YOLOV5, a compact rotating SARS-CoV-2 antigen-detection RDT results detector.
Firstly, we employ an extremely light-weight L-ShuffleNetV2 network as a feature extraction network with a
slight reduction in recognition accuracy. Secondly, we combine semantic and texture features in different layers
by judiciously combining and employing GSConv, depth-wise convolution, and other modules, and further
employ the NAM attention to locate the RDT result detection region. Furthermore, we propose a new data
augmentation approach, Single-Copy-Paste, for increasing data samples for the specific task of RDT result
detection while achieving a small improvement in model accuracy. Compared with some mainstream rotating
object detection networks, the model size of our LightR-YOLOVS5 is only 2.03MB, and it is 12.6%, 6.4%, and
7.3% higher in mAP@.5:.95 metrics compared to RetianNet, FCOS, and R3Det, respectively.

1. Introduction

Accurate identification of nucleic acid test results is particularly
important during the COVID-19 pandemic. Currently, there are two
non-imaging popular methods for detecting SARS-CoV-2: polymerase
chain reaction (PCR)-based assays and the SARS-CoV-2 rapid antigen
test (RDT), an instrument-free rapid chromatographic immunoassay
designed to qualitatively detect the presence of specific SARS-CoV-2
antigens in nasopharyngeal or mixed nasopharyngeal/oropharyngeal
samples [1]. RDT has received increasing attention in public medicine
due to the high transmissibility and long incubation period of the
Omicron virus [2,3]. Studies have shown that RDT has significant
advantages over PCR assays in detecting SARS-CoV-2. For example,
RDT is more convenient to operate, and people can perform self-tests
without aggregation, thus reducing the risk of cross-infection during
PCR testing; since detection time is short, decision-making can be
achieved in 15-20 min [4]. During the COVID-19 epidemic, many
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works on diagnosis and prediction of the disease emerged using medical
imaging such as [5-11], but they are medical health issues, and we
focus here more on the social security issues raised by SARS-CoV-2.
Therefore, the use of RDT for rapid detection of the viral genome
of patients in the region can be useful for early triage and rapid
management.

RDT results are commonly used to determine whether individuals
can enter medical institutions, social service agencies, schools, and take
public transportation, etc. Two red lines on both “T” symbol and “C”
symbol from the RDT result indicate an infection of SARS-CoV-2, while
one red line on the “C” symbol from the result indicates no infec-
tion [12]. Individuals are only able to enter authorized places if their
RDT results are negative. To facilitate this, a RDT declaration platform
has been opened by the public health department to collect images of
RDT results submitted by the users. Meanwhile, the fact that the RDT
declaration platform cannot evaluate RDT result images. And a large
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number of test images makes it difficult for local health departments
to screen them manually on a case-by-case basis. Consequently, there
is an urgent need to develop a lightweight model that can be applied
to a large number of samples with accurate assessment results to better
understand and control the spread of SARS-CoV-2.

2. Related works

In recent years, Convolutional Neural Networks (CNNs) have been
widely used in object detection tasks. CNNs have powerful feature ex-
traction capabilities, which can extract semantic information at deeper
levels, thus improving the expression ability of features and signifi-
cantly improving the accuracy of localization and classification com-
pared to traditional methods using manually extracted features. Cur-
rently, the commonly used horizontal box object detection includes
Faster RCNN [13], SSD [14], YOLO [15-18], and rotation object detec-
tion includes RetinaNet [19], FCOS [20], and R®Det [21]. These algo-
rithms have been widely used in various downstream object detection
tasks. Jin et al. [13] proposed a weakly supervised fine segmentation
and lightweight Faster-RCNN for the detection of forest fire smoke
regions, which achieved 99.6% detection accuracy and a real-time
detection speed of only 151 ms. Loey et al. [22] proposed a novel deep
learning model based on YOLO-v2 with ResNet-50 for medical face
mask detection, which solved the problem of mask-wearing detection
in Covid-19 and improved the accuracy of detection. Lin et al. [23] pro-
posed a Soft-YOLOX network specifically for garbage-clogging sewers,
which solved the urban flooding problem caused by garbage accumu-
lation. Compared with the traditional YOLOX, the proposed method
improved by 2.17%. Tran et al. [24] proposed a RetinaNet-based
One-stage detector for asphalt pavement crack detection considering
pavement distress and surface objects, which achieved a high accuracy
detection of 89.1%. Li et al. [25] proposed an optical remote sensing
image ship detection method based on R3Det, which solved the problem
of small object detection in a complex environment of remote sensing
images and greatly enhanced the accuracy of rotation object detection.

The existing object detection algorithms mainly belong to two types:
the Two-stage object detection network, represented by RCNN, and the
One-stage object detection network, represented by YOLO. The main
difference between them is whether there is a region proposal process
involved in the detection. Although the Two-stage network has a higher
detection accuracy, it has a higher training cost and slower detection
speed and requires a large dataset due to its deep network. On the
other hand, the One-stage network has the advantage of fast detection
speed and requires small dataset due to its shallower network and fewer
parameters. However, its detection accuracy is slightly lower, and it is
not good at detecting small objects. Due to privacy issues, RDT datasets
are usually small, YOLOV5 can be a candidate as the basic framework
of the network. The RDT result images also differ in angle and position,
with large uncertainties such as complex background information and
lack of differentiation between RDT result regions. Moreover, a large
number of parameters make the model difficult to deploy on low-
power hardware. To address these issues, this paper has the following
contributions:

1. We are the first to propose a framework to deliver accurate RDT
results detection with fast responses. The solution reduces the
workload for human detection which could be beneficial to smart
medical care.

2. We propose an improved lightweight feature extraction network,
L-ShuffleNetV2, which can be widely used for feature extraction
in other detection and segmentation tasks. To achieve low compu-
tation and low parameterization, we design a lightweight feature
fusion module, and introduce the parameter-free NAM atten-
tion mechanism, to obtain faster and higher precision detection
results.
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3. We propose a novel data augmentation method, Single-Copy—
Paste. The core idea of this method is to copy and paste the
object on one single image, which is different from the traditional
Copy-Paste method. Compared with the latter, our proposed
method can achieve data augmentation without changing the data
distribution.

4. We propose a lightweight rotating box object detection method to
address the variable result feedback area in RDT result detection.
This method can effectively detect the geometric contour and
position information of the result and reduce the redundancy of
information included in the RDT results.

3. Methodology

In this section, we will go through the details of the proposed
LightR-YOLOVS5. In the first part, we offer an overview of the net-
work structure. And we will provide details about the proposed key
modifications we made in LightR-YOLOv5. Then we will introduce
data augmentation methods. Finally, we will explain the rotating box
detection method.

3.1. Network architecture

In this paper, we propose a highly lightweight YOLOVS5 rotating ob-
ject detection network, which improves YOLOv5 horizontal box object
detection and transforms it into rotated box object detection, and also
conducts a lightweight study. This network shown in Fig. 1 consists of
three components: Backbone, Neck, and Head. Specifically, Backbone
is a feature extraction module for images and we improved and fused
L-ShuffleNetV2 network in it. Neck is a feature fusion module, in
which we skillfully combined the GSConv, CARAFE [26], Depth-Wise
Convolution, Concat, ADD, and NAM attention. Finally, Head is the
prediction output.

CARAFE is a lightweight upsampling operator that improves ac-
curacy while requiring limited parameters and computation. We use
GSConv and CARAFE in the upsampling stage to reduce the compu-
tation and efficiently fuse the information after upsampling because
retaining enough a priori information can improve the upsampling
effect. Both ADD and Concat are feature fusion operations, but ADD
can enhance the information of features while Concat can increase
the number of features. So the combination of Concat and Depth-Wise
Convolution (DWConv) is used to increase the features extracted by
Backbone. We add NAM parameter-free attention after the layer at the
end of downsampling to increase the information weight of effective
features even further.

3.1.1. Lightweight structure: L-ShuffleNetV2

Convolution Neural Network (CNN) displays significant advantages
in extracting images with distinct local features, which is determined by
structure of CNN. CNN is a network structure made up of convolution
kernels, with the most notable feature which is its local receptive field.
However, the computational load of deep convolutions is huge that
will be unfriendly for model deployment. While ShuffleNetV2 [27] is
a lightweight network that considers how convolution accumulation
affects computational speed.

ShuffleNetV2 can balance the accuracy and speed of the model
at the same time with the design of fused parallel standard con-
volution and the addition of depth-wise convolution, which is very
friendly to the end-side deployment of model. ShuffleNetV2 has four
different output channels: 0.5x, 1x, 1.5xand 2x. The output chan-
nel represents the number of feature maps, the larger the output
channel has better accuracy, but also brings greater computational
effort and number of parameters. By improving on ShuffleNetV2 1x,
L-ShuffleNetV2 maintains the network design of ShuffleNetv2 1xbut
removes the 1024 x 1024 convolution layer and the 5 x 5 MaxPooling
layer. The network structure is designed to give ShuffleNetV2 1xhigher
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Fig. 1. LightR-YOLOV5 Architecture: Backbone is used for image feature extraction, Neck is used for the fusion of extracted features from different layers, Head is used for

localization and prediction output of classification results.
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Fig. 2. Network structure of ShuffleNetV2 and L-ShuffleNetV2.

accuracy on the ImageNet. Although it leads to excellent feature extrac-
tion, it also greatly increases the computational effort and the number
of parameters. We choose to remove this design to keep it lightweight.
Network structure of ShuffleNetV2 and L-ShuffleNetV2 are shown in
Fig. 2.

3.1.2. Lightweight convolution: Depth-wise convolution

Fig. 3 shows the process of standard convolution (SC). When a 3-
channel image is input, according to the size of the output channel,
the corresponding size of the filter to convolution operation is set,
and then the same number of channels as the output feature map is
generated. In the domain of computer vision, such convolutions become

3 channel Input Filters * 4 Maps * 4

Fig. 3. Process of standard convolution (SC).

popular and has produced excellent results. An important indicator in
practice is the convolution neural network-based computation of model
and parameter count. Smaller models can be efficiently distributed
training, reduce the weight update overhead, reduce the platform size
power storage and computational power limitations, and facilitate the
deployment of the model on mobile.

There have been a lot of efficient convolutions developed recently.
Like depth-wise separable convolution [28], which performs convolu-
tion in stages, dilated convolution, which performs convolution with
some features lost, and deformable convolution, which performs con-
volution with arbitrarily shaped convolution kernels. The first step of
depth-wise convolution is applied as a separate convolution process
with the help of the design of depth-wise separable convolution. In
the depth-wise convolution process, one filter is responsible for one
channel, and one channel is convolved by only one filter. When a
3-channel image is an input, the depth-wise convolution generates a
feature map with the same number of channels as the previous layer,
shown in Fig. 4. Compared with standard convolution, using depth-
wise convolution will reduce the multiplication operation, reduce the
computational complexity, and speed up the network operation.

3.1.3. Feature mixing: GSConv

Although depth-wise convolution can significantly reduce the pa-
rameters and computation of the model, it lacks feature fusion be-
tween channels because depth-wise convolution is a single-channel
convolution, and the number of channels cannot be changed during
the operation. To overcome the disadvantage of channel information
separation during depth-wise Convolution computation, GSConv [29]
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Fig. 4. Process of depth-wise convolution (DWConv).
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Fig. 5. GSConv: fusion of features from standard convolution and DWConv.

employs shuffle to fuse the feature map obtained from depth-wise con-
volution and SC, resulting in the output of SC being completely fused
into depth-wise convolution. Fig. 5 shows the structure of GSConv.
The GSConv method minimizes the negative impact of depth-wise
convolution defects on the model and effectively takes advantage of
the low computational effort of depth-wise convolution. It has been
experimentally demonstrated that GSConv improves the accuracy and
speed.

3.1.4. Feature weighting: NAM attention

Attention mechanisms can help neural networks to suppress less
significant features in channels and space. Many previous studies have
focused on how to obtain significant features by attentional operators,
such as CBAM attention [30], SE attention [31], etc. However, these
works lack the consideration of the contribution factor of the weights
which can further suppress the less salient features, and NAM atten-
tion [32] uses the contribution factor of weights to enhance the effect of
attention. NAM attention is an efficient and lightweight attention mech-
anism. NAM attention takes the module integration of CBAM attention
and redesigns the channel and spatial attention submodules. The NAM
attention uses a sparse weight penalty, which allows these weights to
be computationally more efficient while maintaining the same perfor-
mance. And this approach avoids the addition of fully connected and
convolutional layers as in SE attention and CBAM attention.

3.2. No impact data augmentation: Single-copy—paste

There are many challenges from datasets in practical object detec-
tion tasks, such as small object detection and long-tailed distribution of
data, which refers to the fact that only a few categories contain a large
number of samples while most categories contain only a small number
of samples.

Data augmentation and data resampling are effective strategies
to solve these problems. The method of generating new data using
Copy-Paste [33] is very simple. First, randomly select two images and
apply random scaling dithering and random horizontal flipping. Then,
randomly select a subset of objects from one of the images and paste
it onto the other image. Finally, adjust Ground Truth accordingly,show
in Fig. 6. This method is a useful way to create new training samples
and can help to improve the accuracy and generalizability of machine
learning models. This approach significantly improves the performance
of object detection models trained with supervised learning and semi-
supervised learning. In the RDT results dataset, the images are single
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Fig. 6. Process of Copy-Paste data augmentation.
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Fig. 7. Process of Single-Copy-Paste data augmentation.

SingleCopyPaste

image with single label. It implies that using the Copy-Paste method
may randomly paste a disjoint label into the image, and such a large
number of Copy and Paste processes will lead to a shift in the distri-
bution of the data, which results in inconsistent data distribution and
leads to poor model training.

To solve this problem, we propose an improved data augmentation
method, Single-Copy-Paste in Fig. 7. Specifically, when an object from
one image is copied, it will not be pasted randomly to another image,
but instead to a random location on the original image. This not only
resolves the problem of data imbalance in the dataset but also preserves
the original data distribution. As a result, the model will have increased
detection accuracy.

3.3. Rotating box detection

The border labeling adopted by the object detection method should
be designed according to the shape characteristics of the detected object
itself. However, the original YOLOV5 project’s application scenario is
based on this assumption. Objects in a natural scene, which can be
firmly to be included in a Horizontal Bounding Box (HBB). Moreover,
due to the random angle at which the photo is taken, the subset of
objects in the RDT result detection samples contains a large number of
RDT equipments that can be oblique. At this time, the more accurate
the labeling method, the less redundant background information is
provided to the network training, and the less irrelevant the network
need to detect. The benefit is to discipline the training direction of the
network and reduce the convergence time.

Usually, for a rotated box we have two expressions: one is based on
five parameters, namely the center point (x, y), the width and height
(w, h), and the rotation angle a, as shown in Fig. 8(a). The other is
based on eight parameters, namely the four vertices of the rotated box
(x1, y1), (x2, y2), (x3, y3), and (x4, y4), as shown in Fig. 8(b).

Qian et al. [34] proposed five-parameter regression method per-
forms integration leading to training instability and performance degra-
dation due to the inherent periodicity of angles and the associated
abrupt changes in width and height leading to loss discontinuity.
This approach leads to inconsistent regressivity between parameters of
different measurement units. In contrast, the eight-parameter regres-
sion method has parameter consistency, and this method can describe
arbitrary quadrilaterals and thus be used in more complex application
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Fig. 8. Two expressions of rotated box.
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Fig. 9. Two kind of labels for angular classification.

scenarios, but it also inevitably suffers from the inherent periodicity of
angles and the associated abrupt changes in width and height.

An effective way to solve this problem is to use the angle classifi-
cation approach, which is to classify the entire defined range of angles
into categories, such as classify one degree into one category proposed
by yang et al. [35], as shown in Fig. 9(a) below.

Converting a regression problem to a classification problem is con-
tinuous to a discrete problem, and there is a loss of accuracy in this
conversion process. For example, in the case of one degree as one
class (w = 1), we cannot predict a result of 0.5 degree. Therefore, we
need to calculate the maximum loss of accuracy and the average loss
which follows a uniform distribution to determine how much this loss
affects the final result. In order to solve this accuracy loss problem, yang
et al. [35] proposed Circular Smooth Label (CSL), which is formulated
as follows.

gx), 0-r<x<0+r
0, otherwise

CSL(x) = { (€Y

G(x) is the window function and the radius of the window is
controlled by r.

Due to the setting of the window function, the model can measure
the angular distance between the predicted label and the ground truth
label, i.e., the closer the predicted value is to the true value within a
certain range, the smaller the loss value is. And the problem of angular
periodicity is solved by introducing periodicity, such as turning the two
degrees 89 and —90 into being near neighbors. It should be noted that
Circular Smooth Label is equivalent to One-hot label when the window
radius of the window function is small (Fig. 9(b)). For this reason we
use a combination of eight-parameter regression and CSL to improve
the original YOLOV5 to make it a rotating object detector.

4. Experiment and analysis
4.1. Experimental environment and experimental setup
In this paper, the algorithm was trained on a 64-bit operating sys-

tem, Ubuntu-22.04. The 4-card parallel training was conducted on Intel
(R) Core (TM) i9-10980XE CPU @ 3.00 GHz and NVIDIA RTX A4000
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Table 1
Dataset splitting and object statistics.

Type(sheet) Training set Validation set Test set Total
1140 253 250 1643
Positive(A) 102 15 19 136
Negative(A) 508 264 156 928
Invalid(A) 696 143 86 925

high-performance GPU, each with a computer with 16 GB memory.
The model was built and trained with Pytorch 1.10.0, CUDA 11.3, and
CUDNN 8.5. Pretraining was conducted on the MS COCO dataset [36],
with the initial momentum and initial learning rate set to 0.937 and
0.01, respectively. The optimization used was the stochastic gradient
descent (SGD), with a batch size of 32. The model converged at the
250th epoch. Before formal training, three generations of preheating
learning were carried out, with a preheating learning momentum of
0.8 and a Warmup learning rate of 0.1, to make the model gradually
stabilize before formal training.

4.2. Evaluation metrics

Four evaluation metrics are used to complete the comparison exper-
iment, including Precision, Recall, and mean Average Precision (mAP):
mAP@.5 and mAP@.5:.95. The mAP@0.5 denotes the average AP cal-
culated for all images under the three categories (negative, positive and
invalid) in the RDT dataset when the IoU is set to 0.5. The mAP@.5:.95
denotes the average AP over different IoU thresholds (0.5 to 0.95, step
size 0.05). IoU is used to measure the degree of overlap between the
predicted box and the real box in object detection. Commonly used
concepts in evaluation metrics are expressed as follows:

(1) True Positive (TP): the number of positive classes predicted to
be positive classes.

(2) True Negative (TN): the number of negative classes predicted as
negative classes.

(3) False Positive (FP): the number of negative classes predicted as
positive classes, which is the number of detection errors.

(4) False Negative (FN): the number of positive classes predicted as
negative classes, which is the number of missed detections.

Hence, Precision is defined as

Precision = _re 2
TP+ FP
Recall is defined as
Recall = _Trr 3)
TP+ FN

mAP is defined as
1
mAP = / P.(R,)dR, @
0

where P,.(R,) is the curve constructed from the detection Precision and
Recall at different IoU thresholds.

4.3. Dataset

In this paper, we used a self-collected dataset for training, validation
and testing. As shown in Table 1, the final dataset we obtained contains
1643 RDT result images divided into three categories: negative, posi-
tive, and invalid. We used 1140 of these images as the training set,
53 images as the validation set, and the remaining 250 images as the
test set. The samples from our dataset contains single background or
complex-background information, and object sizes have different image
scales.
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Fig. 10. LightR-YOLOV5 compared to RetinaNet, FCOS, and R3®Det in terms of different
performance.

Table 2

Performance of different lightweight backbone.
Backbone Params(M) FLOPs(G) FPS
MobleNetV3 1.93 35 98.2
ShuffleNetV2 0.71 1.0 126.3
GhostNet 1.39 3.3 116.4
PP-LCNet 0.95 2.0 112.5

4.4. Experimental result

To validate the improved model, we carried out a series of compar-
ison experiments on our dataset. We evaluate the experimental results
based on benchmarks of mean Average Precision (mAP), Model size,
Video memory consumption, and Inference time. The model accuracy
metric (mAP@.5 and mAP@.5:.95) is a common measure of object
detection accuracy. The speed of model forward inference is measured
by inference time. The number of parameters and the amount of
computation are also compared in experiments.

We compare LightR-YOLOVS to the RetinaNet, FCOS, and R3Det
models. As shown in Fig. 10, our improved YOLOv5 model has achieved
remarkable improvements in terms of model size, model complexity,
and inference speed. The model size and complexity of LightR-YOLOvV5
are about one-twentieth of the other models, and the inference speed
is 8.5 times faster. Additionally, the video memory consumption of the
LightR-YOLOv5 model is almost half that of the other models, while
the mAP is significantly higher than that of the other three models.
These results demonstrate that LightR-YOLOVS5 is capable of effectively
extracting features from RDT result images.

In addition, we recorded the variations in Precision, Recall,
mAP@0.5, and mAP@.5:.95 for each iteration of the model training
process. The blue, red, yellow, and green curves in the following Fig. 11
illustrate the accuracy comparison of our proposed LightR-YOLOVS5,
RetinaNet, FCOS, and R3Det, respectively. Finally, our model achieves
significantly faster convergence and has higher Precision, Recall, and
mAP values.

To verify the rationality and necessity of each part of the improved
model, ablation experiments were conducted. We separately evaluated
each part of the model, including the L-ShuffleNetV2, NAM attention,
and Single-Copy-Paste method. And gradually added these modules
to experimentally evaluate the YOLOv5 model.In CNN-based network
design, there are many lightweight network models designed. Mo-
bileNetV3 [37] uses complementary search techniques to reduce model
computation. GhostNet [38] reduces computational cost by generating
more feature maps using Ghost module operations, and PPLCNet [39]
is an improved approach based on CPU. To compare the performance of
different networks in our method, we designed comparison experiments
with different models as Backbone, and the experimental results are
shown in Table 2.

The results of the ablation experiments are shown in Table 3.
Although the addition of L-ShuffleNetV2 loses certain mAP values, the
addition enables the network algorithm to perform effective feature

Displays 78 (2023) 102403

MAP.5:.95 mAP.5

0.8

\

0.4 0.6

N

Step Step

50 100 150 200 50 100 150 200

Recall

\

Step Step
50 100 150 200 50 100 150 200

@ LightR-YOLOVS @ RetinaNet FCOS @ R®Det

Fig. 11. LightR-YOLOv5 compared to RetinaNet, FCOS, and R°Det of metrics
performance on training 250th epochs.

extraction with less computation and number of parameters. To com-
pensate for the loss of mAP values, we introduced the NAM attention,
which suppressed the less significant weights and finally improved the
mAP@.5:.95 by 2.5%. Additionally, based on the characteristics of
the dataset, we propose an improved Copy-Paste data augmentation
method called Single-Copy-Paste. The mAP@.5:.95 metric of the model
is improved by 3.3% by the data augmentation method. Therefore, we
merge L-ShuffleNetV2, NAM attention, and Single-Copy-Paste together
into the YOLOvV5 model.

4.5. Visualization of detection basis

Since the deep learning framework is more a black-box to determine
health status, understanding machine learning models is essential in
improving model credibility and providing transparency in scrutinizing
prediction results. To verify whether the LightR-YOLOvV5 model can
effectively locate and classify objects, we visualize the key focused re-
gions extracted by LightR-YOLOV5 using Grad-weighted class activation
mapping (Grad-CAM [40]).

As shown in Fig. 12, LightR-YOLOVS locates and classifies the ROI
in the region where the object is located in the fourteenth and seven-
teenth layers of the feature extraction network in a relatively scattered
manner. While in the twenty-first layer, LightR-YOLOV5 incorporates
the NAM attention, so the localization and classification of the object
will be more focused on one region, thus achieving good localization
and classification results. These visualization results demonstrate the
effectiveness and reasonableness of our improved network for RDT
image feature extraction.

5. Discussion

To pursue a fast response of automated detection and classifica-
tion of the SARS-CoV-2 antigen-detection rapid diagnostic tests, we
propose a lighter design while maintaining the accuracy. We adopted
L-ShufleNetV2 as the Backbone of the model and the extracted effec-
tive features are not greatly affected by less model parameters. The
combination of lightweight Depth-Wise Convolution and deep fusion
features of GSConv can also show comparable results with SC with
less computation. Ultimately, L-ShuffleNetV2 and the lightweight Neck
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Table 3

Ablation experiments of LightR-YOLOV5 on different methods.
Model L-ShuffleNetv2 NAM Single-CP map@.5:.95 Model Inference

size(MB) time(ms)

YOLOV5(original) 69% 14.6 27.2
YOLOV5(L-ShuffleNetV2) 4 61.3% 2.03 10.2
YOLOV5(NAM) v v 63.8% 2.03 10.8
Y O LOv5*#(Single-CP) v v 67.1% 2.03 11.0

positive 0.86

Invalid 0.91

nvalid 0.91
L

-

finvalid 0.86 Invalid 0.86
u
.

i Q—

17" layer 21" layer

Original 14 Jayer

Fig. 12. Visualization of feature map weights extracted by different feature extraction
layers.

design can significantly reduce the network redundancy with lower the
computational complexity (the model size is reduced to one-seventh of
the original size and the inference speed is increased to the double of
the original). To improve the accuracy of the lightweighted model, we
use transfer learning on MS COCO and add NAM attention mechanism.

In small and unbalanced datasets, applying data augmentation
methods can effectively increase the number of training samples and
thus improve the generalization ability of the model. The RDT result
dataset is a special dataset, which is usually a single image with a
single category. Using copy-paste does increase the data samples for
RDT training, When RDT image is pasted it will randomly cause a new
subset of the pasted object subset to be disjoint from the original image
class, eventually causing a shift in the distribution of the entire dataset,
which can be effectively mitigated by using Single-Copy-Paste. Single-
Copy-Paste belongs to pixel-level data augmentation method, which
is usually considered as a more advanced way of data augmentation
because it operate on the whole object subset without changing the
whole image. In RDT results detection, we also use Mosaic [18] and
Cutout [41], which also increase the data samples for training but do
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Fig. 13. Model recognition error results.

not take into account the size relationship between the detection region
and the whole image according to RDT results.

During our testing, there are some samples that were not effec-
tively identified and localized. Fig. 13(a) shows that the model is not
very compact in locating the entire RDT result detection area under
extremely distorted shooting angle. Fig. 13(b) shows that the test
sample is incorrectly identified as negative due to a large data category
imbalance in the data, resulting in a small bias in the identification of
model. Fig. 13(c) shows that the sample is not effectively identified in
the weak positive sample. For Fig. 13(a) we believe that the output can
be effectively improved by adding some correction methods or adding
suppression detection boxes. For Fig. 13(b) and Fig. 13(c) adding more
training samples and balancing the number gap between different
categories is a fundamental solution.

Currently, the dataset we used contains only 1643 images, of which
the number of positive images only accounts for 8.28% of the full
dataset. It is far from enough for further improvement of model ac-
curacy. Moreover, there are many RDT kits produced by different
manufacturers in the market, and the kits produced by different man-
ufacturers will bring about image differences in the object detection
task. In future work, we will include more manufacturers’ RDT result
images, so that LightR-YOLOVS5 can be widely used for most RDT result
detection while expanding the number of samples.

SARS-CoV-2 antigen-detection rapid diagnostic test (RDT) plays an
important role in the management and surveillance of large-scale novel
coronavirus outbreak. RDT is a fast, sensitive, and accurate detec-
tion method that can help individuals understand if they have been
infected with the SARS-CoV-2 virus, allowing them to take effective
preventive or therapeutic measures to further protect public health and
safety. Furthermore, RDT can also aid researchers in understanding
the transmission mechanisms of the virus and its relationship with
the population, thus helping to better control the development of the
epidemic. Since traditional manual evaluation methods are difficult
to accurately and quickly evaluate large-scale RDT results data, it is
important to apply lightweight deep learning models to detect RDT
results. In a wider and more far-reaching way, our proposed LightR-
YOLOV5 can be applied not only in RDT result detection, but also in
computer vision related tasks with fast migration.

6. Conclusions

In this work, we propose a lightweight RDT results rotation detector,
which adopts the new L-ShuffleNetV2 feature extraction network and
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feature fusion technique with integrated NAM attention, which can
effectively reduce the redundant information in the result detection re-
gion and improve the detection accuracy, while reducing the number of
model parameters and computational complexity. For the special RDT
result detection dataset, we also introduce a new data augmentation
method Single-Copy—Paste, which can effectively increase the data sam-
ples and further improve the model accuracy without changing the data
distribution. It is shown that LightR-YOLOV5 outperforms RetinaNet,
FCOS and R3Det networks on this dataset. We demonstrate the impact
of each of the proposed contributions in ablation experiments and
visually verify the effectiveness of these contributions on the network
focus using Grad-weighted class activation mapping.
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