
Displays 80 (2023) 102536

A
0

Contents lists available at ScienceDirect

Displays

journal homepage: www.elsevier.com/locate/displa

SOFNet: Optical-flow based large-scale slice augmentation of brain MRI✩

Bingxin Wei a,d, Yang Wen c,a, Xiaohong Liu d,a, Xing Qi b,a, Bin Sheng a,∗

a Department of Computer Scinece and Engineering, Shanghai Jiao Tong University, Shanghai, China
b Otolaryngology, HuadongSanatorium, Wuxi, China
c Shenzhen University, Shenzhen, China
d John Hopcroft Center for Computer Science, Shanghai Jiao Tong University, Shanghai, China

A R T I C L E I N F O

Keywords:
Data augmentation
Optical-flow
Interpolation

A B S T R A C T

Brain magnetic resonance imaging (MRI) data from multiple centers often exhibit variations in imaging
conditions, such as the types of nuclear magnetic resonance instruments used and the presence of random
noise. Additionally, discrepancies in the gap between MRI slices further complicate the usability of the data
for advanced artificial intelligence (AI) analysis. Deep learning-based methods have emerged as practical
solutions to address the challenge. However, existing research has largely overlooked the augmentation of
brain MRI data, particularly when confronted with significant slice gaps, such as around 6 mm observed
in our clinical brain MRI slices. In response to this research gap, we aim to develop novel approaches for
augmenting brain MRI data, focusing on more significant slice gaps. To achieve this, we propose SOFNet,
which utilizes the optical flow-based and encoder–decoder backbone. The primary objective of our model is
to interpolate MRI slices while preserving feature consistency. Leveraging the optical flow method, which has
exhibited exceptional performance compared to other super-resolution algorithms, our proposed approach has
been evaluated on three distinct brain MRI datasets, explicitly addressing the gap between 4.2 mm and 6.0 mm.
The experimental results highlight the significant enhancement in super-resolution quality achieved by SOFNet
in generating adapted brain MRI data, surpassing other single-image super-resolution (SISR) methods in feature
completion. To ensure the credibility of the interpolated brain MRI slices, we conducted experiments on three
axes of MRI based on metrics such as peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM).
These experiments demonstrate the effectiveness of our approach in transforming low-resolution MRI data into
clear and reliable brain MRIs, thereby enabling improved analysis using AI techniques.
1. Introduction

Accurate image analysis and quantitative measurement in medi-
cal imaging rely heavily on high spatial resolution, providing crucial
structural details and reducing random noise. However, achieving high
spatial resolution in MRI scans often has drawbacks such as longer
scan times, limited spatial coverage, and lower signal-to-noise ratios
(SNR) [1]. To overcome these limitations, a promising approach is
reconstructing high-resolution (HR) images from low-resolution (LR)
inputs. This reconstruction process can potentially enhance spatial
coverage, improve SNR, and achieve better spatial resolution within
a shorter scan time.

While deep learning-based methods have shown promising results,
they face challenges when dealing with significant resolution gaps
between slices, i.e., high resolution in axial view while low resolution in
sagittal and coronal view(as shown in Fig. 1, brain MRI slices contain
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three axes, axial, sagittal and coronal respectively). This discrepancy
in resolution across dimensions can lead to suboptimal performance,
as the algorithm fails to utilize the available high-resolution infor-
mation effectively. It is crucial to develop methods that leverage the
three-dimensional nature of medical images and consider the relation-
ships between adjacent slices to overcome these limitations. Those
approaches can lead to more robust and accurate super-resolution
results in brain MRI.

In our research, we have achieved improved results by designing
an optical-flow-based encoder–decoder coarse-to-fine network. To en-
hance the extraction of optical flow and ensure the quality of generated
intermediate slices, we utilize a cost volume module (CVM) to generate
a representation of the cost volume. This cost volume representation,
combined with intermediate feature estimation, enhances the accuracy
and fidelity of the optical flow estimation process in our approach. Our
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Fig. 1. Three-dimensional views of brain MRI images from the NFBS dataset [2]. The
top row shows the original NFBS dataset images, while the bottom row displays the 6×
downsampled data with a larger inter-slice gap of approximately 6 mm on axial axis.

work introduces an Optical-Flow generator specifically designed for
augmenting brain MRI data, enabling the transfer of low-resolution 3D
MRIs to high-resolution 3D MRIs. The main contributions are threefold:

(1) Our approach effectively generates coherent and informative
slices, even with a substantial 6 mm gap in most clinical datasets.
It showcases robustness in handling challenging scenarios in MRI
super-resolution.

(2) We introduced the Cost Volume Module (CVM) for cost volume
computation and flow estimation. CVM demonstrates great poten-
tial and effectiveness in our approach through the Windows-based
computation method, significantly enhancing performance and
enabling more accurate flow estimation.

(3) Our proposed method outperforms state-of-the-art approaches in
MRI super-resolution, as demonstrated through extensive experi-
ments conducted on both public datasets. These results highlight
our approach’s superior performance and efficacy compared to
existing methods in the field.

2. Related work

We summarize two relevant areas: MRI super-resolution and optical
flow frame interpolation, which are closely related to our work.

2.1. MRI super-resolution methods

Initially, interpolation methods such as bilinear, bicubic, and near-
est neighbor interpolations were commonly employed as the most
straightforward approaches to magnify a low-resolution (LR) slice,
resulting in a smoothed version of the image. These methods aimed
to enhance the resolution of the LR slice by estimating the missing
information between pixels based on neighboring values. While these
interpolation methods provided a basic level of upscaling, they often
yielded images that needed more delicate details and sharpness. Indeed,
various traditional methods, including patch-based super-resolution [3,
4] have shown promising results in MRI super-resolution. These meth-
ods effectively enhance the resolution of LR images. However, one
limitation they often need to improve is over-smoothing, which can
result in the loss of intricate anatomical details.

Originating in the realm of natural imagery, deep learning-based
single image super-resolution (SISR) methodologies have achieved
prominence. Notably, convolutional neural network (CNN)-centered
architectures, such as those posited in Refs. [5–7], have garnered sub-
stantial attention. Particularly noteworthy is the work by [7], rooted in
the UNet architecture, while [5,6] rely on attention mechanisms. These
instances underscore the utility of UNet and attention mechanisms in
achieving proficient super-resolution.
2

In parallel, specific SISR techniques have exhibited efficacy in
heightening the quality of medical images [8–10]. These methodolo-
gies, underpinning the medical imaging arena, provide substantial
evidence of their impact. Compared to traditional algorithms, these
SISR methods demonstrate superior performance, allowing for seam-
less transformation between low-resolution (LR) and high-resolution
(HR) medical images. A common strategy involves combining super-
resolution with CNNs, enabling an end-to-end mapping process. Zeng
et al. [8] proposed a model that simultaneously addressed single and
multi-contrast SR reconstruction, leveraging CNN’s power to enhance
image quality. To capture the cubic spatial features of MRI, Du et al. [9]
introduced 3D dilated convolutions as an encoder, allowing for extract-
ing high-frequency features and achieving impressive performance in
SR. Building upon this model, Pham et al. [10] further developed an
SRCNN algorithm tailored explicitly for brain MRI SR. By employing 3D
convolutions, this network exhibited excellent performance in enhanc-
ing brain MRI images. The integration of CNNs with SR techniques has
demonstrated promising results in MRI super-resolution, showcasing
the potential of deep learning for enhancing image quality and fine
details in this domain.

Moreover, generative adversarial network (GAN) architectures have
been utilized for MRI super-resolution. For example, Chen et al. [11]
applied a 3D dense GAN for MRI super-resolution. Wang et al. [12]
introduced a novel memory-efficient residual-dense block generator
for brain MRI super-resolution. You et al. [13] proposed the Fine
Perceptive GAN (FP-GAN) to generate HR MRIs from corresponding LR
counterparts. It is worth noting that the approaches mentioned above
primarily focus on reconstructing images using a single contrast of
MRIs. One notable concern in the utilization of generative adversarial
network (GAN) architectures for medical image processing, particularly
in the context of brain MRI super-resolution, is the potential for geomet-
ric distortion. Geometric inconsistencies or distortions pose significant
challenges as they can compromise the accuracy and reliability of
medical image analysis, making them highly undesirable.

2.2. Optical-flow frame interpolation

Traditionally, optical flow estimation was approached as an opti-
mization problem that aimed to maximize the visual similarity between
pairs of images while incorporating regularization terms [14–17]. Sig-
nificant advancements in this field emerged through improved designs
of similarity and regularization terms. However, the introduction of
deep neural networks revolutionized optical flow estimation.

The pioneering work of FlowNet [18], an end-to-end convolutional
network, marked a major milestone in optical flow estimation. Its
successor, FlowNet2.0 [19], introduced a stacked architecture with a
warping operation, achieving performance comparable to state-of-the-
art methods. Subsequent models, such as SpyNet [20], PWC-Net [21,
22], LiteFlowNet [23,24], and VCN [25], adopted coarse-to-fine and
iterative estimation methodologies. However, these models often en-
countered difficulties accurately capturing small, fast-moving objects
during the coarse stage. To address this limitation, Teed and Deng
proposed RAFT [26], which performs optical flow estimation coarse
and finely with a multi-scale search window in each iteration—building
upon the RAFT architecture, subsequent works [27–30] aimed to either
reduce computational costs or improve flow accuracy.

More recently, optical flow estimation has been extended to more
challenging scenarios, such as low-light conditions [31], foggy environ-
ments [32], and variations in lighting [33]. These explorations typically
involve computing visual similarity by correlating high-dimensional
features encoded by convolutional neural networks. The cost volume,
which contains pixel pairs’ visual similarity, is a core component sup-
porting optical flow estimation. However, the effectiveness of their cost
information utilization has been identified as an area for improvement.
IFRNet [34] is a recent advancement in optical flow estimation. It
builds upon the iterative estimation methodology, aiming to refine
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Fig. 2. Architecture overview and loss functions of the generator in SOFNet. The model adopts an efficient encoder–decoder design, extracting pyramid context features from input
frames 𝐴0∕1 using a shared encoder. Coarse-to-fine decoders refine bilateral intermediate flow fields 𝐹𝑡→0 and 𝐹𝑡→1, along with reconstructed residual feature 𝑅𝑘

𝑡 , to generate the
final output. The generator is guided by image reconstruction loss (𝐿𝑟𝑒𝑐 ), feature space geometry consistency loss (𝐿𝑔𝑒𝑜).
flow estimation through successive iterations. By iteratively refining the
estimated flow field, IFRNet achieves enhanced accuracy and captures
fine details of correlation, making it a notable contribution to the field
of optical flow estimation. EMA-VFI [35] is a method proposed to im-
prove the accuracy of variational optical flow estimation. By leveraging
exponential moving average (EMA) techniques, EMA-VFI enhances the
robustness of flow inference by incorporating temporal information
across consecutive frames. FlowFormer [36] is a recent innovation in
optical flow estimation that utilizes a transformer-based architecture.
Inspired by the success of transformers in various computer vision tasks,
it adopts a self-attention mechanism to capture long-range dependen-
cies and spatial relationships within image sequences. This attention
mechanism allows FlowFormer to model complex correlation patterns
accurately. FlowFormer achieves state-of-the-art performance in optical
flow estimation, demonstrating its potential for advancing the field.

Through extensive experimentation, we have discovered that deep
learning-based optical flow methods, traditionally used for 3D data
with continuous change fields like video frame interpolations, can be
effectively applied to medical image augmentation. In our research,
we treat MRI slices as analogous to video frames and leverage opti-
cal flow estimation to approximate missing slices. This approach has
demonstrated promising results, enabling the generation of interpolated
MRI slices. By utilizing optical flow techniques, we aim to enhance
the completeness and quality of MRI datasets, ultimately improving
analysis and diagnosis in medical imaging applications

3. Method

This section presents the SOFNet architecture, designed based on
the joint refinement of optical flow and UNet [37], serving as its back-
bone. This combination creates an efficient encoder–decoder frame-
work tailored for brain MRI slice interpolation. Furthermore, we intro-
duce the objective functions, including the network data flow, optical
flow, and feature combined architecture. These components are crucial
in guiding our model to achieve excellent performance in MRI slice
interpolation.
3

3.1. SOFNet

We propose SOFNet to address the challenges of using optical flow
in low-resolution (LR) 3D MRI to high-resolution (HR) 3D MRI data
augmentation. Fig. 2 illustrates the workflow of our SOFNet model. Like
a traditional UNet [37], SOFNet follows a similar processing procedure.
However, to generate the intermediate flow representation, adjacent
slices as dual inputs to the generator. This configuration allows the
generator to produce corresponding frames in the target domain and
interpolated slices of these two input slices.

Our approach incorporates the cost volume module (CVM) to cap-
ture hidden inter-slice movement in the MRI data. By leveraging the
CVM, our SOFNet model can generate more realistic slices, resulting
in improved performance metrics such as PSNR (Peak Signal-to-Noise
Ratio) and SSIM (Structural Similarity Index). Including the CVM en-
hances the accuracy and fidelity of the generated slices, ultimately
leading to superior image quality assessment metrics.

In addition to the increased quality of the generated intermediate
optical flow, we employ the Laplacian loss 𝐿𝑤𝑎𝑟𝑝 for flow refinement.
Besides, the proposed SOFNet is supervised by multiple losses, feature
estimation loss 𝐿𝑔𝑒𝑜, and slice-interpolation reconstruction loss 𝐿𝑟𝑒𝑐 . In
the following sections, we explain how we utilize inter-slice attention
to extract features for MRI slice interpolation. We then delve into the
structure of the whole pipeline.

The proposed model utilizes a simultaneous translation approach.
It takes two images, 𝐴0 and 𝐴1, and translates them to context feature
using the pyramid encoder. This process is illustrated as follows. In
our experiments, we select the adjacent frame of each MRI slice as
the paired frame for 6x augmentation. The model incorporates an
encoder phase, extracting a pyramid of features from each frame. The
refinement process follows a coarse-to-fine approach, gradually im-
proving bilateral intermediate flow fields and the residual intermediate
features. This refinement is achieved through a flow estimate deconvo-
lution layer and a feature estimate deconvolution layer. The process
continues until reaching the highest level of the pyramid, resulting
in the final output. The overall architecture of our SOFNet model is

depicted in Fig. 2.
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In SOFNet, we employ an encoder with shared parameters for the
paired input to extract contextual representation from the input frames
𝐴0 and 𝐴1. The encoder is composed of blocks consisting of 3 × 3
convolutions, along with additional 3 × 3 convolutions with strides of
1 and 2, respectively. This design results in four levels of features with
decreasing spatial size and increasing channel dimensions (32, 48, 72,
and 96), following the encoder architecture used in [34]. This multi-
scale feature extraction allows SOFNet to efficiently capture contextual
information and facilitate accurate flow estimation and high-quality
intermediate frame synthesis. The extracted features can be represented
as 𝐴𝑘

0 for 𝐴0 and 𝐴𝑘
1 for 𝐴1, where (𝑘 ∈ {1, 2, 3, 4}).

3.2. CVM

These explorations assess visual similarity by correlating high-
dimensional features encoded by a convolutional neural network. The
resulting cost volume, which represents the visual similarity between
pairs of pixels, plays a crucial role in supporting optical flow estimation.
Among the works, RAFT [26], PWC-Net [22], and Flow-former [36]
employees the cost volume for flow estimation. However, the uti-
lization of cost information in these approaches lacks effectiveness.
We modified it and utilized it for MRI imaging augmentation. Fig. 3
illustrates how the inter-slice cost volume acquires inter-frame features.
Now suppose we have the extracted feature of two extracted features,
denoted as 𝐴0 and 𝐴1 ∈ R𝐻×𝑊 ×𝐶 . Specifically, we focus on obtaining
the enhancing cost volume block of 𝐴0 for brevity. For any region,
which is denoted as 𝐴𝑖,𝑗

0 ∈ R𝑁×𝑁×𝐶 in 𝐴0, we use it and its closest
spatial neighbors 𝐴𝑛𝑖,𝑗

1 ∈ R𝑁×𝑁×𝐶 in 𝐴1, where n represents the
neighborhood window size(we set n=8 in our experiment), and (i, j)
refers to the (ith, jth) window in 𝐴0, to generate the query and keys
respectively:

𝐐𝑖,𝑗
0 = 𝐀𝑖,𝑗

0 𝐖𝑄 (1)

𝐊𝑛𝑖,𝑗
1 = 𝐀𝑛𝑖,𝑗

1 𝐖𝐾 (2)

In this process, we employ linear projection matrices 𝑊𝑄 and 𝑊𝐾 of
dimensions R𝐶×�̂� to perform a dot product between 𝐐0

𝑖,𝑗 and each
position of 𝐊𝑛𝑖,𝑗

1 . This operation is followed by applying the softmax
function, resulting in the generation of the attention map 𝑆𝑖,𝑗

0→1 ∈ R𝑁×𝑁 .
Each value in the attention map represents the degree of similarity
between 𝐴𝑖,𝑗

0 and its neighboring elements.

𝐒𝑛𝑖,𝑗0→1 = 𝐒𝐨𝐟𝐭𝐌𝐚𝐱(𝐐𝑖,𝑗
0 (𝐊𝑛𝑖,𝑗

1 )𝑇 ∕
√

�̂�) (3)

Next, we create coordinate maps 𝐌0, 𝐌𝟏 ∈ R𝐻×𝑊 that represents the
relative position of each location in the entire image. The values in 𝐌0

indicate the relative positions, ranging from 1 for the top left to −1 for
the bottom right. While 𝐌1 is the transpose of 𝐌0. And 𝐌 ∈ R𝐻×𝑊 ×2

is the concatenation of 𝐌0, 𝐌𝟏. As is illustrated in Fig. 3. Using the
coordinate map, we weigh the neighboring coordinates to estimate the
corresponding position of 𝐀𝑖,𝑗

0 in 𝐈1. The correlation vector 𝐕𝐨𝐥𝑖,𝑗0→1 ∈ R2

of 𝐀𝑖,𝑗
0 is then generated by subtracting the original position of 𝐀𝑖,𝑗

0 from
the estimated position in 𝐈1.

𝐕𝐨𝐥𝑖,𝑗0→1 = 𝐒𝑛𝑖,𝑗0→1𝐌
𝑛𝑖,𝑗 (4)

The information contained in 𝐕𝐨𝐥𝑖,𝑗0→1 serves as an explicit prior for
flow estimation, while the correlation of 𝐴1 can be represented by
𝐕𝐨𝐥𝑖,𝑗1→0. To generate the combined correlation feature, we pass 𝐕𝐨𝐥𝑖,𝑗0→1
through a 1 × 1 convolutional layer, but the number of channels is
halved. This convolutional layer simplifies the calculation process and
aids in extracting meaningful correlation features. The formulation for
generating the combined correlation feature is as follows:

𝐕𝐨𝐥𝑖,𝑗 = 𝐂𝐨𝐧𝐯(𝐂𝐚𝐭[𝐕𝐨𝐥𝑖,𝑗0→1,𝐕𝐨𝐥
𝑖,𝑗
1→0]) (5)

Overall, with extracted feature 𝐴𝑘
0 , 𝐴𝑘

1 , we can calculate cost volume
𝐕𝐨𝐥𝑘 in the above way, where 𝑘 ∈ {1, 2, 3, 4}.
4

Fig. 3. Illustration of the computation of cost volume.

3.3. Coarse-to-fine flow/feature estimation

In the above section, we tried to calculate cost volume information
through the module. We then gradually refine intermediate flow fields
through 4 decoders by wrapping pyramid features following the idea of
UNet [37] and IFRNet [34]. Compared to IFRNet, which estimated the
intermediate feature and flow using the shared decoder, we calculate
them separately, aiming for a more accurate flow expression. In addi-
tion, flow estimation can be done more manageable with the help of
the calculated cost volume 𝐕𝐨𝐥𝑘.

As depicted in Fig. 2, 𝐹 3
𝑡→0, 𝐹 3

𝑡→1 calculated by flow decoder by
taken 𝐕𝐨𝐥4 as input. Moreover, �̂�3

𝑡 and 𝑀3 can be calculated by feature
decoder by taking 𝐴4

0, 𝐴4
0 and 𝑇 as input, where 𝑇 refers to time

step hint, which is a one-channel matrix for slice interpolation. Except
the above, the calculation of 𝐹 𝑘 and 𝐴𝑘

0 where 𝑘 ∈ {0, 1, 2} can be
formulated as:

𝐹 𝑘
𝑡→0, 𝐹

𝑘
𝑡→1 = 𝐅𝐥𝐨𝐰(𝐶𝑎𝑡[𝐕𝐨𝐥𝑘−1, 𝐹 𝑘−1

𝑡→0 , 𝐹
𝑘−1
𝑡→1 ]) (6)

𝑊0,𝑊1 = 𝑤(𝐴𝑘−1
0 , 𝐹 𝑘−1

𝑡→0 ), 𝑤(𝐴𝑘−1
1 , 𝐹 𝑘−1

𝑡→1 )

𝑅𝑘,𝑀𝑘 = 𝐅𝐞𝐚𝐭𝐮𝐫𝐞(𝐶𝑎𝑡[𝑅𝑘−1
𝑡 ,𝑀𝑘−1,𝑊0,𝑊1]) (7)

The term Flow alludes to the flow prediction block, elucidated in
Fig. 2. This entity encompasses a CNN block endowed with two 3 × 3
convolutional layers housing 16 hidden channels, in tandem with a
subsequent PixelShuffle [42] operation featuring a downscale factor
of 𝑟 = 2. Conversely, the designation Feature signifies the residual
feature estimation network. This constituent comprises a convolutional
layer coupled with a deconvolutional layer, the latter characterized by
a stride of 2 for effective upsampling. Additionally, the matrix 𝑀 is
obtained through a sigmoid function, ensuring values between 0 and
1. The output of these functions includes the estimated mask 𝑀𝑘,
flows 𝐹 𝑘

𝑡→1, 𝐹
𝑘
𝑡→1, and the residual feature 𝑅𝑘, respectively. Finally, the

calculation process for the intermediate compositing �̂�𝑘
𝑡 is the same as

IFRNet [34]:

�̂�𝑘
𝑡 = 𝑀𝑘 ⊙𝑊0 +𝑀 ⊙𝑊1 + 𝑅𝑘 (8)

In the above formulation, ⊙ denotes element-wise multiplication. 𝑀
represents the negation of 𝑀 relative to 1, indicating the inverse
importance or weight of the elements.
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Table 1
Comparisons of Different Super-resolution Methods. The PSNR and SSIM on NFBS, IXI, and HCP by Current State-of-the-Art Methods based on
SISR, Video-Frame interpolation, MRI/CT super-resolution, and Our SOFNet. We evaluated this method on IXI, HCP, and NFBS datasets. The
best results are in bold.
Method IXI HCP NFBS Params (M)

PSNR SSIM PSNR SSIM PSNR SSIM

RCAN [38] 29.56 0.9391 27.50 0.8815 28.04 0.9391 15.3
EDSR [39] 26.92 0.8792 29.53 0.9375 27.11 0.9319 38.4
SwinIR [40] 27.43 0.8833 29.06 0.9288 24.40 0.8860 11.6
ELAN-light [41] 28.57 0.8834 31.21 0.9402 29.01 0.9336 0.6

IFRNet [34] 30.92 0.9340 33.24 0.9410 29.80 0.9423 5.0

SOFNet 32.30 0.9477 34.36 0.9366 29.50 0.9449 3.8
3.4. Loss function

We followed the idea of IFRNet [34], and the feature geometric
alignment loss was conducted on SOFNet. For the input of �̂�0, �̂�1, 𝐴𝑡,
we try to employ the same parameter shared encoder to extract a pyra-
mid of features �̂�𝑘

𝑡 from the ground truth 𝐴𝑡, and use it to regularize
the reconstructed feature �̂�𝑘

𝑡 in multi-scale feature representations.

𝐿𝑔𝑒𝑜 =
3
∑

𝑘=1
𝐿𝑐𝑒𝑛(𝐴𝑘

𝑡 , �̂�
𝑘
𝑡 ) (9)

where 𝐿𝑐𝑒𝑛 refers to census loss, the soft Hamming distance is calculated
between census-transformed corresponding feature maps with 3 × 3
patches in a channel-by-channel manner, which was first introduced
by UnFlow [43].

To enhance the accuracy of optical flow estimation in the coarse-
to-fine procedures, we introduce the warp loss 𝐿𝑤𝑎𝑟𝑝, supervised by
ground truth extracted features 𝐴𝑘. Instead of directly using 𝐿1 loss
across features, we conducted the 𝐿1 loss between the Laplacian pyra-
mids of the warped frames and the ground truth, as introduced in
previous work [44]. This loss function measures the discrepancy in
high-frequency details and helps improve the fidelity and realism of
the generated frames. This approach allows for implicit supervision
of the flow estimation process. By directly comparing the warped
features with the ground truth features, we encourage the model to
generate more accurate optical flow fields that align with the desired
features. This indirect supervision contributes to refining the optical
flow estimation and improves the model’s overall performance.

𝐿𝑤𝑎𝑟𝑝 =
3
∑

𝑖=1
𝐿𝑙𝑎𝑝(�̂�𝑘

𝑡 , 𝐴
𝑘
𝑡 ) (10)

In slice interpolation tasks, we also use a combination of 𝐿1 and 𝐿𝑐𝑒𝑛
for inter-slice reconstruction alignment, denoted as 𝐿𝑟𝑒𝑐 . This approach
further improves the accuracy of the intermediate slice reconstruction
process. Finally, by combining the geometric loss, warp loss, and the
feature coarse-to-fine loss, the entire objective function of the SOFNet
generator is expressed as:

𝐿𝐺 = 𝜆𝑔𝐿𝑔𝑒𝑜 + 𝜆𝑤𝐿𝑤𝑎𝑟𝑝 + 𝐿𝑟𝑒𝑐 (11)

where 𝜆𝑔 and 𝜆𝑤 control the importance of different terms, were setting
to 0.01, 0.01 respectively.

4. Experiments

This section evaluates and discusses the performance of our SOFNet.
Suffering from the problem of high-resolution MRI imaging is costly
and time-consuming, and the conditions of MRI slices often have
wide variations, which dramatically degrade the generalization of a
computer-aid diagnosis system trained on a single domain. This section
tackles the slice interpolation problem for MRI slices using our SOFNet.
We test the super-resolution results evaluated by PSNR and SSIM. After
that, we test the effect of the cost volume optical flow coarse-to-fine
approach and the assistant warp loss through an ablation study.
5

4.1. Datasets preparation and training details

We evaluate our interpolation-based method on the following
datasets covering diverse brain MRI domains for a comprehensive
comparison. Common super-resolution metrics, such as PSNR and SSIM,
are adopted to evaluate slice augmentation quantitatively. In our work,
to maximize the results in domains that have large slice thickness over
the axial as many clinical datasets, we processed HCP, NFBS, and IXI
datasets over the axial to match the axial axis low-resolution MRI
dataset’s slice thickness. Detailed, we dropped the intermediate five
slices every seven slices for downsampling. In this study, MRI data were
obtained from multi-centers. All data of HCP and IXI datasets were skull
stripped with the ITK software (https://itk.org/). T1-weighted MRI
slices were adopted in our experiment. Then SOFNet was performed on
IXI, NFBS, and HCP datasets, and PSNR/SSIM results were calculated.

(1) NFBS [2]: Composed of skull-stripped Brain MRI slices, features
125 samples with an in-plane resolution of 0.94 mm and a slice
thickness of 1.19 mm. Our study employed 100 T1-weighted
samples for model training, while the rest were reserved for
testing and evaluation.

(2) IXI [45]: Contains 600 MRIs from normal, T1-weighted healthy
subjects, boasting an in-plane resolution of 0.94 mm and a slice
thickness of 1.2 mm. Our study employed 125 randomly chosen
samples, 100 samples for training and the rest for testing and
evaluation.

(3) HCP [46,47]: It includes T1-weighted MRIs with an in-plane
resolution of 0.7 mm and slice thickness over axial, sagittal, and
coronal axes. For our work, we randomly selected 125 samples
from the HCP dataset for model training and evaluation.

The proposed algorithm is implemented in PyTorch using the
AdamW optimizer. The training involves 200 epochs with a batch
size of 2, utilizing four NVIDIA 3090ti GPUs. The initial learning
rate is set to 2 × 10−4 and gradually decays to 1 × 10−5 following a
cosine attenuation schedule. During training, various data augmen-
tation techniques are applied, including random flipping, rotating,
reversing sequence order, and random cropping of patches with a size
of 224 × 224. These augmentations are consistently applied to frame
triplets throughout the training process. The primary objectives of our
training are twofold: to augment the dataset for slice interpolation and
enhance the robustness and clarity of the interpolated middle slices.
We evaluate the performance of our model in two scenarios: data aug-
mentation and domain discrepancy of augmented MRIs. Overall, our
approach yields promising results in data augmentation, demonstrating
the effectiveness of our proposed algorithm.

4.2. MRI augmentation baseline

In this subsection, the performance and the number of parame-
ters employed by the proposed network are compared to that of the
state-of-the-art light-weight super-resolution and frame-interpolation
networks, respectively, RCAN [38], EDSR [39], SwinIR [40], ELAN-

light [41], IFRNet [34]. The performance of the proposed and several

https://itk.org/
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Fig. 4. Super-resolution results presentation. (a) The Original MRI slices with high-resolution. (b) The down-sampled MRI slices with low-resolution. (c)–(g) are the super-resolution
slices produced by EDSR, SwinIR, RCAN, ELAN, and IFRNet trained by NFBS [2], IXI [45] and HCP [46,47] datasets. (h) Our super-resolution results. These results correspond to
the model corresponding to the highest PSNR(dB)/SSIM in Table 1.
state-of-the-art light-weight super-resolution schemes on three datasets,
namely, NFBS, HCP, IXI, with scaling factors of Peak Signal-to-Noise
Ratio(PSNR) value and SSIM [48]. As discussed in the above sections,
we tried to explore the effectiveness of networks based on large-scale
MRI data augmentation. HCP, IXI, and NFBS datasets are processed
into three scales over the axial axis. The distance between slices is
4.200 mm, 5.625 mm, and 5.999 mm, respectively. As shown in Ta-
ble 2, we first evaluated the performance of the interpolation-generated
image quality of IFRNet and our SOFNet with PSNR and SSIM met-
rics on axial axis. With the integration of the Cost Volume Module
(CVM) for flow estimation, the outcomes achieved by SOFNet exhibit
gains of 0.38 dB and 1.12 dB in comparison to the IXI dataset on
6

the HCP and NFBS datasets, respectively. The enhanced performance
can be attributed to the CVM’s ability to encapsulate inherent motion
features through its attention mechanism. When coupled with the pre-
ceding coarse flow estimations, this synergistic approach culminates in
more refined flow representations, consequently enhancing the overall
efficacy of the SOFNet framework.

Also, the proposed generator generates more realistic MRI slices
with higher PSNR/SSIM than the classical SISR method on the Sagittal
and Coronal axis. The number of parameters of each of the lightweight
super-resolution schemes used for comparison is given in Table 1. It
is seen from this table that the proposed network employs around
1.2M fewer parameters than IFRNet does, which has the second-best
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Fig. 5. Histograms of MRI slices augmentation comparison between our optical-flow
and SISR methods on HCP dataset. (a) Visualization of histogram using SOFNet. (b–d)
results produced by RCAN, EDSR and SwinIR respectively.

Table 2
Quantitative results on HCP, NFBS and IXI datasets. Shows the PSNR(dB)/SSIM value
of the interpolated slices compared to original GT slices.

Domain IFRNet [34] SOFNet

PSNR SSIM PSNR SSIM

HCP 34.81 0.9444 35.10 0.9400
NFBS 29.67 0.9290 30.15 0.9356
IXI 30.59 0.9330 31.24 0.9365

performance. Thus, based on the results shown in Table 2, the proposed
SOFNet outperforms the state-of-the-art lightweight super-resolution
schemes when the networks’ performance and complexity are consid-
ered. Fig. 4 shows the visual quality of the validated datasets from
the HCP, IXI and NFBS dataset super-resolved by the current best
method and the proposed SOFNet. Illustrated in this figure, noticeable
discrepancies arise when applying ELAN and other SISR techniques,
leading to distorted edges that substantially deviate from the original
image’s characteristics, particularly under extensive super-resolution
scaling. In contrast, the edges obtained through the utilization of
SOFNet and IFRNet exhibit a superior semblance to the ground truth,
even in evaluations conducted along the Coronal axis. The outcomes
achieved by Optical flow methods demonstrate heightened realism and
enhanced reliability for subsequent medical scrutiny and clinical as-
sessment. This phenomenon can be attributed to the inherent capacity
of optical-flow based approaches to effectively leverage inter-frame
relationships, distinguishing them from traditional SISR methods. This
advantageous ability is posited to yield more faithful reconstructions
of intracranial structures. As a result, our comparative analysis delves
into the sagittal and coronal axes, building upon the insights derived
from axial axis slice interpolation results. By the way, it is seen in
Table 1 that the difference between PSNR values of the images super-
resolved by SOFNet compared with IFRNet on the IXI dataset is more
than 0.65 (dB). Moreover, when trained by NFBS data, the PSNR values
of the image produced by SOFNet and IFRNet is 0.48 (dB). And for HCP
dataset, the improvement is 0.29 (dB).

4.3. Optical-flow and SISR comparison

Brain magnetic resonance imaging (MRI) is a three-dimensional
dataset of sagittal, coronal, and axial views. In low-resolution MRI
acquisitions, cost considerations often result in inadequate data acqui-
sition along one dimension, leading to high resolution in one dimension
and lower resolution in the other. Previous approaches, mainly relying
7

Fig. 6. Visual comparison of intermediate flow and predicted frame of SOFNet w/o and
w/ 𝐶𝑉𝑀 . One of the middle slices and corresponding flows of the test set between
adjacent slices are selected. The first row is selected from NFBS, and the second is
selected from HCP. The notation in the last row shows the PSNR/SSIM differences.

on single-image super-resolution (SISR) methods, have yet to exploit
the three-dimensional structure inherent in brain MRI data fully. There-
fore, we propose an alternative strategy inspired by video processing
techniques, aiming to generate three-dimensional data that exhibits
higher similarity to the ground truth than SISR methods, particularly
regarding internal brain structures.

To verify our hypothesis and evaluate our proposed method’s re-
liability, we downsampled brain MRI slices from the same individual
and employed various restoration methods. Since brain MRI slices are
grayscale images where the grayscale values are crucial in classifying
different physiological structures, we compared the discrepancy be-
tween these methods and the ground truth using histogram analysis.
As shown in Fig. 5, our proposed method exhibits the slightest domain
discrepancy compared to the ground truth, whereas the results obtained
from SISR methods diverge significantly from the original data. Conse-
quently, we infer that our method effectively reconstructs the missing
internal brain structures absent in the input data.

4.4. Ablation study

To assess the effectiveness of our proposed approaches, we con-
ducted an ablation study on the NFBS and HCP datasets. The study
evaluated the contributions of different components of our SOFNet
model, including the cost volume flow extraction method and the warp
loss 𝐿𝑤𝑎𝑟𝑝. The results and the effectiveness of the ablation study for
SOFNet are presented in Table 3. In the ablation study, we built a
modified model by removing the cost volume 𝐕𝐨𝐥𝑘 generation module
and flow refinement loss 𝐿𝑤𝑎𝑟𝑝, then directly estimated optical flow
using the extracted features of 𝐴0 and 𝐴1. This modified model was
trained using the reconstruction loss 𝐿𝑟𝑒𝑐 , the feature alignment loss
𝐿𝑔𝑒𝑜, and 𝐿𝑤𝑎𝑟𝑝. Then, we also drop the 𝐿𝑤𝑎𝑟 to testify its effect of flow
refinement. The remaining parts of the network were kept unchanged.

The experimental findings, as evidenced in Table 3, underscore the
pivotal role played by the cost volume module (CVM) in precise optical
flow estimation and the attainment of advanced performance within
the SOFNet framework. The integration of both CVM and the warp loss
𝐿𝑤𝑎𝑟𝑝 yields elevated PSNR and SSIM values. This amalgamation not
only enhances the accuracy of optical flow estimation but also elevates
the overall efficacy of SOFNet. The outcome is a collection of re-
constructed images characterized by heightened quality and enhanced
fidelity. We are convinced that the windows-based attention metric for
inter-frame motion information extraction offers substantial utility in
refining model outcomes. Furthermore, the utilization of pre-extracted
features contributes significantly to the establishment of robust feature
representations in medical images. For the warp loss 𝐿𝑤𝑎𝑟𝑝, we followed
the basic function architecture as designed in [44], and in addition, we
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Table 3
Ablation study of SOFNet. A means the CVM and B means the 𝐿𝑤𝑎𝑟𝑝.

Setup IXI HCP

PSNR SSIM PSNR SSIM

1 w/o A & B 29.82 0.8521 35.17 0.8860
2 w/o A 30.46 0.8710 35.49 0.8921
3 w/o B 31.42 0.9434 35.97 0.9382
4 Ours 31.54 0.9547 36.18 0.9417

set the Gaussian kernel size to 5 × 5 and the levels of the Laplacian
pyramid to 3, 2, and 1, respectively, for feature �̂�𝑘

𝑡 (for 𝑘 ∈ 0, 1, 2).
In Fig. 6, it is evident that the CVM effectively minimizes differences

etween the features of the warped frames and the ground truth,
eading to a purified optical flow estimation. This cleaner and more
ccurate estimation contributes to higher PSNR values for specific
enerated images, improving the network’s overall performance.

In conclusion, the ablation study confirms the effectiveness of our
roposed components in enhancing the performance of SOFNet for MRI
lice interpolation.

. Conclusion and future work

In this paper, we present a framework, SOFNet, for the data aug-
entation of Brain MRI-based data. To our best knowledge, this is the

irst work to address the problem of MRI super-resolution using the
ptical flow method. We evaluate the super-resolution performance of
ur SOFNet on low-resolution natural MRIs. Benefiting from our cost
olume and optical flow estimation calculation and coarse-to-fine fea-
ure building, SOFNet can effectively and efficiently capture the feature
tructure. The experimental results demonstrate that our model can
ignificantly complement the missing structures between brain MRIs.
n the future, we plan to improve the performance SOFNet from two
spects. Though SOFNet achieved a significant speedup than traditional
ISR methods like RCAN, and EDSR, the optical flow calculation be-
ween adjacent slices was still computation and memory-intensive com-
ared to those light-weight CNN-based models. In the future, we will
xplore more efficient implementations or approximations of optical
low for the brain and other MRI slices.
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In this work, we propose a novel end-to-end optical-flow network
hat operates on Brain MRI data and introduces a more effective CVM
odel for flow refinement. In our research, we have achieved improved

esults by designing an optical-flow-based encoder-decoder coarse-to-
ine network. To enhance the extraction of optical flow and ensure the
uality of generated intermediate slices, we utilize a cost volume mod-
le (CVM) to generate a representation of the cost volume. This cost
olume representation, combined with intermediate feature estimation,
nhances the accuracy and fidelity of the optical flow estimation pro-
ess in our approach. Through extensive experimentation, we have
iscovered that deep learning-based optical flow methods, traditionally
sed for 3D data with continuous change fields like video frame inter-
olations, can be effectively applied to medical image augmentation.
n our research, we treat MRI slices as analogous to video frames and
everage optical flow estimation to approximate missing slices. This
pproach has demonstrated promising results, enabling the generation
f interpolated MRI slices. By utilizing optical flow techniques, we aim
o enhance the completeness and quality of MRI datasets, ultimately
mproving analysis and diagnosis in medical imaging applications.
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