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Abstract

Recently, many video enhancement methods have been

proposed to improve video quality from different aspects

such as color, brightness, contrast, and stability. Therefore,

how to evaluate the quality of the enhanced video in a way

consistent with human visual perception is an important re-

search topic. However, most video quality assessment meth-

ods mainly calculate video quality by estimating the distor-

tion degrees of videos from an overall perspective. Few re-

searchers have specifically proposed a video quality assess-

ment method for video enhancement, and there is also no

comprehensive video quality assessment dataset available

in public. Therefore, we construct a Video quality assess-

ment dataset for Perceptual Video Enhancement (VDPVE)

in this paper. The VDPVE has 1211 videos with different en-

hancements, which can be divided into three sub-datasets:

the first sub-dataset has 600 videos with color, brightness,

and contrast enhancements; the second sub-dataset has 310

videos with deblurring; and the third sub-dataset has 301

deshaked videos. We invited 21 subjects (20 valid subjects)

to rate all enhanced videos in the VDPVE. After normaliz-

ing and averaging the subjective opinion scores, the mean

opinion score of each video can be obtained. Furthermore,

we split the VDPVE into a training set, a validation set, and

a test set, and verify the performance of several state-of-the-

art video quality assessment methods on the test set of the

VDPVE.

1. Introduction

Due to the rapid development of social media applica-

tions, the demand for higher video quality is also increas-

*Equal contribution.
²Corresponding authors.

ing. Therefore, many video enhancement methods have

emerged recently. These video enhancement methods aim

to improve video quality from different aspects, such as

color, contrast, brightness, and stability, to give people a

more comfortable viewing experience. However, the quality

of videos enhanced by different methods is distinct. There-

fore, it is non-trivial to propose a promising method that

enables the quality assessment of enhanced videos.

Traditional video quality assessment (VQA) methods as-

sess the video quality mainly dependent on the distortions in

video. Subjective VQA refers to rating the quality of videos

by inviting many subjects to participate in a subjective ex-

periment. Objective VQA refers to calculating video qual-

ity by approximating the perceptions of people about video

quality through various computational models. For subjec-

tive VQA, researchers first process the obtained subjective

opinion scores, such as screening invalid subjects and nor-

malizing scores, and then average all the subjective opinion

scores for each video to get the mean opinion score (MOS).

For example, the LIVE Video Quality Database [31], pro-

posed by Seshadrinanathan et al. in 2010, is the most fa-

mous VQA dataset. This dataset contains 10 original videos

with different contents and their corresponding distorted

videos that are compressed and transmitted. A total of 38

subjects were invited to participate in the subjective experi-

ment. In addition, other well-known VQA datasets include

CSIQ [42], MCL-V [19], and MCL-JCV [44]. The distorted

videos in these datasets are synthetically distorted and can-

not represent videos with authentic distortions. Therefore,

many user-generated content (UGC) VQA datasets were

proposed. For example, the first UGC VQA dataset is the

Camera Video Database (CVD2014) [28]. This dataset in-

cludes 234 authentically distorted videos captured by 78

different video capture devices. In addition, the authors in

[11] proposed the KoNViD-1k dataset. This dataset consists

of 1200 videos, and 642 subjects were invited to rate these
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Sub-dataset 1 Sub-dataset 2 Sub-dataset 3

Figure 1. Sample frames of representative enhanced videos in the three sub-datasets of VDPVE.

videos. The video quality obtained by subjective VQA is

usually considered to be consistent with people’s percep-

tions.

However, subjective VQA has some disadvantages, such

as complex preparation, high cost, and time-consuming,

which makes it difficult to apply in practice [3, 6, 7, 51].

Objective VQA can avoid the disadvantages of subjective

VQA, which can be specifically divided into full-reference

(FR) VQA [1, 38], reduced-reference (RR) VQA [36], and

no-reference (NR) VQA [24, 30, 37, 49, 52]. The FR VQA

method requires all the information about the reference

video to calculate the quality of the distorted video, for

example, SSIM [47] and ST-VMAF [1]. And Kim et al.

[13] proposed a Deep Video Quality Assessor (DeepVQA),

which predicts video quality by learning a spatiotempo-

ral visual sensitivity map. The RR VQA method only re-

quires partial information about the reference video to cal-

culate the quality of the distorted video [36]. The NR VQA

method, on the other hand, does not require any informa-

tion about the reference video to calculate the quality of the

distorted video. For example, the well-known V-BLIINDS

[30] used a natural bandpass spatio-temporal video statistics

model to calculate video quality. Recently, Sun et al. [37]

proposed a VQA method developed specifically for UGC

videos. This method predicts the quality of UGC videos by

training an end-to-end spatial feature extraction network to

learn quality-aware spatial feature representations directly

from the original pixels of a video frame. Compared with

subjective VQA, objective VQA is more convenient, faster,

and easier to apply in the industry. However, objective VQA

methods often require VQA datasets constructed by subjec-

tive VQA methods to verify their effectiveness and feasibil-

ity. Therefore, a successful VQA dataset can promote the

development of objective VQA methods.

At present, few researchers have proposed objective

VQA methods for video enhancement. The reason might

be that there is no successful and effective VQA dataset for

video enhancement. To break through this limitation, this

paper constructs a VQA Dataset for Perceptual Video En-

hancement (VDPVE) with a large number of videos and a

wide range of enhancements. Specifically, the VDPVE in-

cludes 1211 enhanced videos, which can be divided into

three sub-datasets: the first sub-dataset consists of 600

videos with color, brightness, and contrast enhancements;

the second sub-dataset consists of 310 videos with deblur-

ring; and the third sub-dataset consists of 301 deshaked

videos. We also carried out a subjective experiment and

obtained 21 subjective opinion scores for each enhanced

video. During data processing, we reject an invalid sub-

ject and normalize the subjective opinion scores. Finally,

we can obtain the mean opinion score (MOS) for each en-

hanced video. The proposed VDPVE successfully fills in

the blank of such kind of dataset in the field of video pro-

cessing. It can not only promote the development of VQA
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methods for video enhancement, but also improve the per-

formance of video enhancement methods to a certain extent.

The rest of the paper is organized as follows. In Section

2, details of the proposed VDPVE are provided. Section

3 describes the subjective experiment in detail. In Section

4, we test the performance of some VQA methods on the

VDPVE. Finally, we conclude this paper in Section 5.

2. Dataset Construction

The VDPVE includes 1211 enhanced videos in total.

Specifically, they can be divided into three sub-datasets.

The first sub-dataset consists of 600 videos with color,

brightness, and contrast enhancements. The second sub-

dataset consists of 310 videos with deblurring. The third

sub-dataset consists of 301 deshaked videos. Figure 1

shows sample frames of representative videos in these three

sub-datasets. Next, we would like to introduce the construc-

tion process of these three sub-datasets in detail.

2.1. Sub-dataset 1:

The 600 videos with color, brightness, and contrast en-

hancements are obtained by using six enhancement meth-

ods on 79 original videos selected from four datasets.

2.1.1 Original Video

These 79 original videos are selected from the following

four datasets:

• LIVE-Qualcomm [9]: the dataset contains 208 videos

in total. These videos have a duration of 15s and are

subject to one of the following six distortions: arti-

facts, color, exposure, focus, sharpness, and stabiliza-

tion. These videos were captured by the following

eight mobile devices: Samsung Galaxy S5, Samsung

Galaxy S6, HTC One VX, Apple iPhone 5S, Nokia Lu-

mia 1020, LG G2, Samsung Galaxy Note4, and Oppo

Find 7, which are widely used to capture videos. All

videos have a resolution of 1920×1080.

• V3C1 [2]: the dataset is the first partition of the Vimeo

Creative Commons Collection (V3C) [29], which is

designed to represent real network videos with diverse

video contents. There are 7475 videos in the V3C1

dataset, which were selected from videos uploaded to

Vimeo from 2006 to 2018. The resolutions of most

videos are 1280×720 and 1920×1080.

• KoNViD-1k [11]: the dataset is composed of 1200

videos, which were all obtained from the large pub-

lic video dataset YFCC100m [39] through ªfair sam-

plingº. The video length in KoNViD-1k is 8s, and the

following three frame rates are used for encoding: 24

frames per second (FPS), 25 FPS, and 30 FPS, which

correspond to 27%, 5%, and 68% of the videos, re-

spectively. There are 12 resolutions in total, and the

resolution of most videos is 1280×720, followed by

1920×1080.

• LIVE-VQC [35]: the dataset contains 585 videos with

unique content that were captured by 101 different de-

vices (most of them are smart phones) and has exten-

sive authentic distortions. The main resolutions are

404×720, 1024×720, and 1920×1080. The average

video duration is 10s.

We select 7, 26, 13, and 33 original videos from the

LIVE-Qualcomm, V3C1, KoNViD-1k, and LIVE-VQC

datasets, respectively. We set the resolution of all original

videos to 1280×720, and the duration is 8s or 10s.

2.1.2 Enhancement Method

We use eight enhancement methods to enhance the color,

brightness, and contrast of these original videos, includ-

ing ACE [8], AGCCPF [10], BPHEME [43], MBLLEN

[25], SGZSL [55], DCC-Net [53], and two commercial

softwares: CapCut and Adobe Premiere Pro. Specifically,

ACE [8] is an effective color correction and enhancement

method based on a simple model of the human visual sys-

tem. AGCCPF [10] uses the gamma correction of bright-

ness pixels and weighted probability distribution to enhance

the contrast and brightness of the image. BPHEME [43],

namely brightness preserving histogram equalization with

maximum entropy, is a brightness enhancement method.

MBLLEN [25], SGZSL [55], and DCC-Net [53] are low-

light enhancement methods. CapCut and Adobe Premiere

Pro are popular video editing softwares. Users can enhance

the color, contrast, and brightness of videos through these

two softwares.

For ACE [8], AGCCPF [10], BPHEME [43], MBLLEN

[25], SGZSL [55], and DCC-Net [53], we use the default

parameters to enhance videos. When using Adobe Premiere

Pro to process videos, the brightness and contrast parame-

ters are set to 50.

2.1.3 Enhanced Video

We enhance the color, brightness, and contrast of 79 orig-

inal videos through the above eight enhancement methods,

and obtain a total of 632 enhanced videos. We delete 32

videos with extremely serious distortions and finally obtain

600 videos with color, brightness, and contrast enhance-

ments. Figure 2 shows the sample frames of two original

videos and their corresponding enhanced videos in the sub-

dataset 1.
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Figure 2. Sample frames of two original videos and their corresponding enhanced videos in the sub-dataset 1.

2.2. Sub-dataset 2:

The 310 videos with deblurring constitute the second

sub-dataset of the VDPVE. These enhanced videos are ob-

tained by using five deblurring methods on 62 original

videos selected from four datasets.

2.2.1 Original Video

We first selected 22, 24, 10, and 6 videos from the LIVE-

VQC [35], Youtube-UGC [46], LIVE-YT-HFR [27], and

BVI-HFR [26] datasets, respectively.

• Youtube-UGC [46]: this dataset consists of 1098 20-

second videos, which were sampled from YouTube.

These videos are not always professionally curated

and often suffer from diverse authentic distortions, like

blockiness, blur, banding, noise, and so on. The frame

rates of videos vary from 15 to 60 FPS.

• LIVE-YT-HFR [27]: this dataset is comprised of 480

10-second videos with 6 different frame rates, obtained

from 16 diverse contents. The videos are processed at

five compression levels at each frame rate. The frame

rates of videos vary from 24 to 120 FPS.

• BVI-HFR [26]: this dataset contains 88 videos with

four different frame rates (from 15 to 120 FPS), in-

cluding 22 120 FPS source sequences that were cap-

tured natively using a RED Epic-X video camera.

We select 22 and 24 original videos with a frame rate of

30 FPS from the LIVE-VQC and Youtube-UGC datasets,

and select 10 and 6 original videos with a frame rate of 120

FPS from the LIVE-YT-HFR and BVI-HFR datasets. We

set the resolution of all original videos to 1280 × 720, and

the duration is 8s.

Post-processing is then performed on these original

videos to obtain the blurred videos. On the one hand, we

manually add motion blur to the original videos selected

from the LIVE-VQC and Youtube-UGC datasets to obtain

the blurred videos through the OpenCV toolbox. On the

other hand, for the original videos selected from the LIVE-

YT-HFR and BVI-HFR datasets, we take every 8 frames

of each video as a group and average them as the current

frame, where the adjacent groups overlap 4 frames, to con-

vert the original videos with a frame rate of 120 FPS into

the blurred videos with a frame rate of 30 FPS.

2.2.2 Enhancement Method

The following five enhancement methods are used to deblur

the 62 blurred videos: ESTRNN [56], DeblurGANv2 [15],

FGST [18], BasicVSR++ [4], and Adobe Premiere Pro.

Specifically, ESTRNN [56] realizes the deblurring of the

current frame by fusing the effective layered features of the

past and future frames. DeblurGANv2 [15] firstly intro-

duces the feature pyramid network into deblurring, which

can work flexibly with a variety of backbones to find a

balance between performance and efficiency of deblurring.

FGST [18] proposes a flow-guided sparse window-based

multi-head self-attention module to deblur videos. Ba-

sicVSR++ [4] proposes a second-order grid propagation

and flow-guided deformable alignment model to effectively

utilize the spatiotemporal information in unaligned video

frames to achieve video deblurring.

For ESTRNN [56], DeblurGANv2 [15], FGST [18], and

BasicVSR++ [4], we use the default parameters to enhance
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Figure 3. Process of enhancing videos in the sub-dataset 2.

ESTRNN

DeblurGANv2 FGST

BasicVSR++

Blurred

Adobe Premiere Pro

Blurred ESTRNN

DeblurGANv2 FGST

BasicVSR++ Adobe Premiere Pro

Figure 4. Sample frames of two videos and their corresponding deblurred videos in the sub-dataset 2.

videos. When using Adobe Premiere Pro to process videos,

we set the sharpness to 100.

2.2.3 Enhanced Video

Figure 3 shows the process of enhancing videos in the sub-

dataset 2. We deblur the 62 blurred videos through the

above five enhancement methods, and obtain a total of 310

enhanced videos. Figure 4 shows the sample frames of two

blurred videos and their corresponding enhanced videos in

the sub-dataset 2.

2.3. Sub-dataset 3:

The 301 deshaked videos constitute the third sub-dataset

of the VDPVE. These enhanced videos are obtained by us-

ing seven enhancement methods on 43 original videos se-

lected from two datasets.

2.3.1 Original Video

We select 31 and 12 original videos from the DeepStab [45]

and NUS [20] datasets, respectively.

• DeepStab [45]: this dataset contains 60 synchronized

steady and unsteady video pairs captured by specially

designed hand-held hardware. The length of these

videos is within 30s with a frame rate of 30 FPS.

• NUS [20]: this dataset contains 174 videos with a

length of 10s to 60s. These videos were selected from

previous publications, Internet, and the authors’ own

captures.

We set the resolution of all original videos to 1280×720 and

the duration to 10s.
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Table 1. Details of enhanced videos of all sub-datasets in the VDPVE. # means the number.

Dataset # Method # Original # Enhanced Resolution Duration

Sub-dataset 1 8 79 600 1280 × 720 8s, 10s

Sub-dataset 2 5 62 310 1280 × 720 8s

Sub-dataset 3 7 43 301 1280 × 720 10s
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(d) VDPVE.

Figure 5. Distribution of attribute values over the three sub-datasets and the VDPVE.

2.3.2 Enhancement Method

We use seven enhancement methods to stabilize original

videos, including GlobalFlowNet [12], DIFRINT [5], PW-

StableNet [54], Yu [50], CapCut (most stable mode), Cap-

Cut (minimum cropping mode), and Adobe Premiere Pro.

Specifically, GlobalFlowNet [12] uses a two-stage process

to stabilize the video. DIFRINT [5] uses frame interpola-

tion technology to generate in-between frames, thus reduc-

ing the shake between frames. Zhao et al. believed that

different pixels might have different distortions, thus they

proposed a pixel-level video stabilization method based on

deep learning, PWStableNet [54]. The proposed method is

based on a multistage cascaded encoder-decoder architec-

ture and learns per-pixel distortion mapping from continu-

ous unstable frames. Yu [50] uses optical flow to analyse

motion and learn stability directly.

For GlobalFlowNet [12], DIFRINT [5], PWStableNet

[54], and Yu [50], we use the default parameters to enhance

videos. When using CapCut to process videos, we use the

most stable mode and the minimum cropping mode. When
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using Adobe Premiere Pro to process videos, we use the

default parameters for stabilization.

2.3.3 Enhanced Video
For sub-dataset 3, we deshake 43 original videos through

the above seven methods, and obtain a total of 301 enhanced

videos.

2.4. Video Analysis

Table 1 summarizes the details of enhanced videos in all

sub-datasets in the VDPVE. In order to measure the content

diversity of the dataset, we calculate five video attributes

of the VDPVE and three sub-datasets, including spatial in-

formation, temporary information, brightness, colorfulness,

and contrast. Specifically, Figure 5(a) shows the distri-

bution of attribute values over the sub-dataset 1. Figure

5(b) shows the distribution of attribute values over the sub-

dataset 2. Figure 5(c) shows the distribution of attribute

values over the sub-dataset 3. Figure 5(d) shows the distri-

bution of attribute values over the VDPVE.

3. Subjective Experiment

In this section, we introduce the subjective experiment in

detail.

3.1. Subjects

We invited 21 subjects from 20 to 30 years old to partic-

ipate in this subjective experiment. Before the experiment,

we tested the visual conditions of all subjects. All 21 sub-

jects had normal (corrected) vision and color vision.

3.2. Experimental Procedures

The enhanced videos were displayed on the monitor at

their original resolution. Subjects were asked to score the

enhanced videos within the range of [0, 100]. The scoring

criteria are as follows: a score in the range between 0 and 20

means that the quality of the enhanced video is poor; a score

in the range between 20 and 40 means that the quality of the

enhanced video is bad; a score in the range between 40 and

60 means that the quality of the enhanced video is fair; a

score in the range between 60 and 80 means that that the

quality of the enhanced video is good; a score in the range

between 80 and 100 means that the quality of the enhanced

video is excellent.

3.3. Data Processing

After the subjective experiment, each enhanced video

has 21 subjective opinion scores. Then, we reject one in-

valid subject and obtain 20 subjective opinion scores for

each video. Finally, we normalize the scores and calculate

the MOS for each enhanced video. Figure 6 shows the dis-

tribution of MOSs for all enhanced videos in the VDPVE.
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Figure 6. Distribution of MOSs for all enhanced videos in the

VDPVE.

Table 2. Mean confidence intervals for different MOS ranges.

ªCIº means the confidence interval.

MOS Mean CI MOS Mean CI

[15, 20] [12.6, 19.8] [20, 25] [19.1, 26.7]

[25, 30] [23.8, 32.4] [30, 35] [28.3, 36.8]

[35, 40] [32.9, 42.5] [40, 45] [37.6, 47.6]

[45, 50] [42.5, 52.0] [50, 55] [47.5, 57.4]

[55, 60] [52.5, 62.2] [60, 65] [57.6, 67.2]

[65, 70] [62.9, 71.7] [70, 75] [67.3, 77.0]

[75, 80] [72.9, 81.2] [80, 85] [78.0, 84.5]

It can be seen from the figure that the quality of enhanced

videos in VDPVE is between 15 and 85. We also calcu-

late the mean 95% confidence intervals for different MOS

ranges in Table 2. It can be seen from the table that the

length of the mean confidence interval of each MOS range

will not exceed 10.

4. Experiment

In this section, some experiments are carried out on the

proposed VDPVE.

4.1. Set Splitting

We first randomly split the enhanced videos in the VD-

PVE into a training set, a validation set, and a test set ac-

cording to the ratio of 7:1:2. The enhanced videos gener-

ated from the same original video are divided into the same

set, and the ratio of the training set, the validation set, and

the test set of each divided sub-dataset is also about 7:1:2.

The numbers of enhanced videos in the training set, valida-

tion set, and test set of the VDPVE are 839, 119, and 253,

respectively.
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Table 3. Prediction performance of the state-of-the-art VQA methods on the test set. ªAllº means the entire test set of the VDPVE. The

best performances are in bold.

Test Set Sub-dataset 1 Sub-dataset 2

Method SRCC PLCC SRCC PLCC

V-BLIINDS [30] 0.4561 0.4959 0.5048 0.5408

TLVQM [14] 0.5203 0.5721 0.2743 0.3130

VIDEVAL [40] 0.3991 0.3972 0.2887 0.4348

RAPIQUE [41] 0.5161 0.5826 0.4711 0.4789

FastVQA [48] 0.7083 0.7571 0.7479 0.7429

VSFA [17] 0.5240 0.4900 0.6196 0.6060

BVQA [16] 0.5742 0.5632 0.6025 0.6621

SimpleVQA [37] 0.4999 0.5722 0.7007 0.6934

Test Set Sub-dataset 3 All

Method SRCC PLCC SRCC PLCC

V-BLIINDS [30] 0.6895 0.6822 0.5652 0.5503

TLVQM [14] 0.8074 0.8203 0.5474 0.5509

VIDEVAL [40] 0.7111 0.6903 0.5005 0.4724

RAPIQUE [41] 0.5554 0.5736 0.5434 0.5393

FastVQA [48] 0.6368 0.6433 0.7350 0.7310

VSFA [17] 0.5874 0.6281 0.5871 0.5424

BVQA [16] 0.7486 0.7671 0.6995 0.6674

SimpleVQA [37] 0.7420 0.7324 0.6340 0.6354

4.2. Performance

Then, we test the performance of several state-of-the-art

VQA methods on the test set, including V-BLIINDS [30],

TLVQM [14], VIDEVAL [40], RAPIQUE [41], FastVQA

[48], VSFA [17], BVQA [16], and SimpleVQA [37].

Specifically, all methods are trained on the entire training

set, verified on the entire validation set, and then tested on

the three test sets of the three sub-datasets and the entire

test set of the VDPVE, respectively. Pearson linear cor-

relation coefficient (PLCC) and Spearman rank correlation

coefficient (SRCC) are used to measure the prediction per-

formance of these state-of-the-art VQA methods. Specif-

ically, SRCC measures the prediction monotonicity, while

PLCC measures the prediction accuracy. Table 3 shows

the prediction performance of these state-of-the-art VQA

methods. From the table, we can see that FastVQA [48]

gets the best prediction performance on the sub-dataset 1,

sub-dataset 2, and the entire VDPVE. The prediction per-

formance of TLVQM [14] in the sub-dataset 3 is the best.

5. Conclusion

To make up for the lack of the VQA dataset for video en-

hancement in the field of video processing, this paper con-

structs the VDPVE. The VDPVE includes a total of 1211

enhanced videos, involving a wide range of enhancement

methods. Among them, there are 600 videos with color,

contrast, and brightness enhancements; 310 videos with de-

blurring; and 301 deshaked videos. At the same time, we

invited 21 subjects (20 valid subjects) to rate all enhanced

videos in the VDPVE to obtain the MOS for each enhanced

video. Finally, we split the VDPVE and verify the perfor-

mance of several popular VQA methods on the test sets.

The proposed VDPVE can provide the basis for the devel-

opment of VQA methods for video enhancement, and fur-

ther promote the performance of video enhancement meth-

ods.

Recently, in addition to enhancing the color, contrast,

and brightness of videos, as well as deblurring and deshak-

ing videos, other video enhancement methods such as video

super-resolution [21±23, 32] and video frame interpolation

[33,34] have also attracted the attention of a large number of

researchers. Therefore, in future work, we will specifically

build a VQA dataset for video super-resolution and video

frame interpolation, to propose more efficient VQA meth-

ods for video enhancement and improve the performance of

video enhancement methods.
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